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Executive Summary

Building on TR144 andTR-145,TR-178 documents a set afchitectures foa broadband
multi-service network, addressing typical infrastructures, topologies and deploymearicse
and specifies associated nodal requirements.

Starting fromthesearchitectural mode|S'R-178 defines the specific nodal requirertse
necessary to support the addrelssérastructures, topologies and deployment scenarnasder
to fulfill the business requirements defined in-T&4.

The main changes introduced in the-I&5/TR 178 architectures compared to ffe-101i2
model are
1 the extension ahe TR-101i2model to support wholesale (Active Line Access) services;
1 the emulation of th&R-101i2Ethernet Service Layer on top of IP/MPLS
1 the extension of IP/MPLS to the access network;
1 the introduction of BNG hierarchies concepthwihe definition oMulti-Service BNGs
(MS-BNG);
1 the possibility to embed BN@inctionsin the Access Node, effectively turning the
Access Node into amS-BNG.

AlthoughTR-101i2based nodes also address some of the 4seitice architecture
requirementsthis Technical Reportlefines additional functionality, in the areas of business
services, OAM and manageability, quality of service, multicast and service instance tagging
amongst others, makingfitlly deployable in a multiservice architecture forfeliént service

types.

TR-178 Issue 2 broadens the applicability of-TR8 to include XG(SPON support.
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1 Purpose and Scope

1.1 Purpose

In order to support business and residential, fixed and mobile, wholesale and retail markets, TR
144[118] described various requirements including the need for network interconnection
stardards for broadband access, QoS supporbandwidth on demand, increased overall
bandwidth and higher network reliability and availability.

TR-145[119] addressethe functionalarchitecture and networkequirements to suppdtie TR-

144 business requirements. Some new transport technologiiesmtroducedoeyondthe
networkspecifiedin TR-101i2[116]. TR-145 specifies functional modules, which may have
various distributions iphysicalnetwork nodes.

Building on TR144 andTR-145,TR-178documents a set of architectufesa broadband
multi-service network, addressing typical infrastructures, topologies and deployment s¢enarios
and specifiesheassociated nodal requirements

1.2 Scope

This Technical Reportiefines broadband mulsierice network nodeand their requirements

using the functional modules providedTiR-145.1t addresgesthe nodal requirements derived

from TR-134[117], and refers tdR-146[120], TR-221[128], andTR-224[129] as appropriate

Specifically, TR-178 covers the Regional Access Network and part of the customer network, and

so it includes requirements f&thernet, MPLS, IP Nodes, includifulti-ServiceBNGs (MS

BNG), Access Nvdes and some devices in the customer premise4.78Rddresses MPLS as

one major new technology introduced compared with the network defined 19TR How

close to customers the MPLS PE an8-BNG functions are located influence the overall

network architectures described in-ILR8.

Support for Carrier Ethernet services across multiple M&hI$ networks (supporting Ethernet

attachment circuits for mulBervice broadband access and aggregation, i.e100R/TR-178)

over MPLSonly infrastructure is addressed DR-224.
R

M
[en] |
Broadband Policy Control Element Management
Function (BPCF) System (EMS)
I m B
ASPINSP E-NNIL3 — Device,
€.0. Intemet, e.z. PC, STB
IPTV, VoIP —
—
Analog
§ Telephone
NSP E-NNIHL2
€.0. Ethernet Mobile T1/E1
|
T Backhaul
E-NNHL1 J Customes
NSP,PSTN =] Network
\ /

Figure 1 TR-178Scope
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Note: The remainder of thitechnical Reportises the term {®ON in a generic manner to refer
to any ITUT TDM PON including GPON, and XG(SPON
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2 References and Terminology

2.1 Conventions

In this Technical Reportseeral words are used to signify the requirements of the specification.
These words are always capitalized. More information can be found be in RF2]L119

MUST This word, or the t erhedefinRidh(@En
absolute requirement of the specification.

MUST NOT This phrase means that the definition is an absolute prohibition of
specification.

SHOULD This word, or the adjective i
could exist valid reasons particular circumstances to ignore this
item, but the full implications need to be understood and carefully
weighed before choosing a different course.

SHOULD NOT This phrase, or the phrase "NOT RECOMMENDED" means that t
may exist valid reasons inp@ular circumstances when the particu
behavior is acceptable or even useful, but the full implications nee
be understood and the case carefully weighed before implementir
any behavior described with this label.

MAY This word, oPTHO&NAdLD) eeneianes fi
of an allowed set of alternatives. An implementation that does not
include this option MUST be prepared to intgrerate with another
implementation that does include the option.

2.2 References

The following referencesra of relevance to thifechnical ReportAt the time of publication,

the editions indicated were valid. All references are subject to revision; userskdc¢hisgcal
Reportare therefore encouraged to investigate the possibility of applying the most recent edition
of the references listed below.

A list of currently valid Broadband Forum Technical Reports is publishesvat broadband
forum.org

[1] 1588v2 Standard for a Preision Clock IEEE 2008
Synchronization Protocol for Networked
Measurement and Control Systems

[2] 802.1D Media access control (MAC) Bridges IEEE 2004

[3] 802.1Q Media Access Control (MAC) Bridges and  IEEE 2012
Virtual Bridged Local Area Networks

[4] 802.3 Carrier sense multiple access wi@ollision IEEE 2012

Detection (CSMA/CD) Access Methaxad
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[5] 802.3ab

[6] 8021AX
[7] G.671

[8] G.691

[9] G.694.1

[10] G.6%4.2
[11] G.695

[12] G.698.2

[13] G.709
[14] G.8032
[15] G.8261

[16] G.8261.1

[17] G.8262

[18] G.8264

[19] G.992.1

[20] IP-MPLSF
22.0.0

[21] MEF 4

[22] MEF 6.1.1

[23] MEF 10
[24] MEF 13
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' ' Networks

2.3 Definitions
The following terminology is wsdin this Technical Report

ALA Service Frame Ethernet frame carried by the ALA User Connection (AUC)

C-Tag Customer tag

C-VLAN Customer VLAN

E-NNI External Network Network Interface, as defined in MEF &1L

I-NNI Internal Networkto-Network Interface; as defined MEF 4 [21]

MEG Maintenance Entity Group

MS-BNG TR-178introduces the MultBervice BNG (MSBNG), which extends the

capabilities of a traditional BNG to offer servic® both residential and busine
customers as well as to allow mobile backhaul deployments. To achieve thi
performs Ethernet Aggregation and can either forward packets via MPLS ol
through IP Aggregation/routing. A MBNG is part of a TRL45 network
architecture and can be deployedihierarchical BNG architecture

L2A-E Functional module defined in FR45 (13.1.1) performing VLAN
encapsulation/addition/translation

L2F-E Functional module defined in FR45 (13.1.1) performingrovider
bridging furctionality per clauses 15&16 of 80 [3]

LAF LegacyAdaptationFunction,a function that performs adaptation from

legacy or IP protocol/interfaces to a packet interface1#®& defined
legacy services inatling POTS, TDM and ATM
L2 classifiers Layer2 header fields used to identify and/or classify traffic for further

action such as QoS enforcement or L2 forwarding policy. The Layer
classifiers are:

1 Source MAC address

9 Destination MAC address

1 802.1Q3]/p markers (including CAYLAN when stacked VLAN

are used)
1 Various Ethertypes (IPv4, IPv6, PPPOE, etc)
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L3 classifiers

L2 policy
L3 policy
SI-NNI
NICC
STag
SVID
S-VLAN
Va

Layer3 header fields and some Layeheader fields used to identify
and/or classify traffic for further action such as QoS enforcéeren3
forwarding policy. The LayeB classifiers are:

Source IP address

Destination IP address

DSCP field

IP Protocol numbers (TCP or UDP)

Source Port Number (TCP or UDP source port number)
Destination Port Number (TCP or UDP destination port numbe
Policy enforced on flows matching L2 classifiers

Policy enforced on flows matching L3 classifiers

Service Interworking Networko-Network Interface

Network Interoperability Consultative Committee

E R Rk

Service tag
Service VLAN identifier
Service VLAN

Reference point at whidhefirst level of Ethernet aggregation and the
rest of the network interconnect. It may or may not be external to the
Access Node. It can instantiate logical interfaces such afNah &and/or
can instantiate business interfaces such asMNIEL2 (e.g.distributed
wholesale handoff). ITR-178 an Access Node with an internal Va

reference point will use the V reference point for its uplinks

2.4 Abbreviations
This Technical Reportises the following abbreviations:

AAA
ADSL
AN
ARP
AUC
AVP
BAN
BGP
BNG
CE
CFM
CO
CPE
CSG
DEI

Authentication, Authorization, Accounting
Asymmetric Digital Subscriber Line
Access Node

Address Resolution Protocol

ALA User Connection

Attribute Value Pa
BNG-embedded Access Node
Border Gateway Protocol
Broadband Network Gateway
Carrier Ethernet

Connectivity Fault Management
Central Office

Customer Premises Equipment.
Cell Site Gateway

Drop Eligible Indicator
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EFP
EMS
E-NNI
EVC
G-ACh
GAL
GPON
IGMP
IGP
[-NNI
P

IvC
L2F
L2TP
LAN
LDP
LSP
MAN
ME
MEF
MEG
MEP
MIP
MPLS
MS-BNG
MPtMP
NGMN
NID
NMS
NSP
NT
OAM
PC
PCP
PDU
PHB
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Ethernet Flow Point

Element Management System
External Network Network Interface
Ethernet Virtual Connection
Generic Associated Channel
G-ACh Label

Gigabit Passive Optical Networks
Internet Group Management Protd
Interior Gateway Protocol

Internal Network Network Interface
Internet Protocol

Infrastructure Virtual Circuit

Layer 2 Forwarding

L2 Tunneling Protocol

Local Area Network

Label Distribution Protocol

Label Svitched Path

MPLS enabled Access Node
Maintenance Entity

Metro Ethernet Forum
Maintenance Entity Group
Maintenance End Point
Maintenance Intermediate Point
Multi Protocol Label Switching
Multi Service BNG

Multi-point to multipoint

Next Generation Mobile Networks
Network Interface Device
Network Management System
Network Service Provider
Network Termination

Operations Administration and Maintenance

Policy Controller

Priority Code Point
Protocol Data Unit
Per Hop Behavior
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PON
POP
PPP
PSN
PtP
PW
QoS
RG
SLA
TDM
TLS
TPID
TR
UNI
VLAN
VPN
WG
WLAN
XAN

SeptembeR017

Passive Optical Network
Point of Presence

Point to Point Protocol
Packet Switched Network
Point to Point

Pseudo Wire

Quality of Service
Residential Gateay
Service Level Agreement
Time-Division Multiplexing
Transparent LAN Services
Tag Protocol Identifier
Technical Report

User Network Interface
Virtual Local Area Network
Virtual Private Network
Working Group

Wireless Local Area Network
EAN, MAN or BAN
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3 Technical Reportimpact

3.1 Energy Efficiency

TR-178describes the nodal requiremetitatenablethe designof converged, multservice
networks. These suppatmultiplicity of residential and business services over a common
infrastructure such that fewer network elements are needed. Therefore energy consumption is
expected to be lower than when deploying and operating mukgnecespecific networks next

to each other.

3.2 IPv6

TR-178supports both IPv4 and IP&gldressingTR-178builds upon the Broadband Forum
projects addressing IPv6, elR-177[125], TR-187[126], TR-242[130], andTR-296[131],
inheriting requirements from these projects, and including additionaldiwgortrelated
requirements for thosER-178network nodes that need them.

3.3 Security

TR-178provides the enhanced security necessary to support the transport of business services,
mobile backhaul, and residential serviogsrthe same infrastructuréR-178builds on TR145
section 4.6.ZSecurity considerations for converged, miskrvicenetworkg and provides

specific nodal requirements féiccesaNodes (AN),Multi-ServiceBroadbandNetwork

Gateways MS-BNG) andCustomerPremisesEquipment (CPE) covering securtglated

functionality such as L2 and L3 VBNmulticast traffic and\ccessControl Lists.

3.4 Provisioning

The requirements in TR78chapters to 8 have been marked to show if the requirement should
be provisioned or managed using a traditional management interface, or by a control protocol
both M is used to denotihat it is povisioned by aManagement Planevhile C is used to

denote that isonfiguredby aControl Plane.
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4 Overview of Fundamental Architectures and Topologies

This sectiondescribeghe set ofMulti-service Broadband Netwodtchitecturesupported by
TR-178specified network element#t also providesypical topologies and deployment scenarios
for these architecturesSectiors 5 to 8 of this Technical Reporaddresshe detailed technology
requirements othe network nodeshat supporthese architectures.

4.1 Deployment Options

This subsection introduces a generic representation of the various deploymentspaminsd
by TR-178andthe possible network architectures derived fibm

In order to meet the muliervice objectives of TR44, TR-178architecture introduces a new
network element referred to as the Mi8ervice BNG (MSBNG), which extends the

capabilities of a TRLO1i2 BNG to offer services to both residential and business customers as
well as to allow mobile backhaul deployments. To achieveitiesMSBNG mayperform

Ethernet Aggregation and can either forward packets via MPLS or through IP
aggregation/routing.

IP/MPLS Ethernet EAN I-NINI
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; based e I
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P i\ Aggregation
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| |
| |
| |
| |

|
|
|
|
|
|
|
|

i
i
MAN '
: UNk
Eth/ [§* ¢!

MPLS ' | UNI,

pl
[ Eth/
i MPLS

Ethernet
| handoff

Ethernet :
handoff !

. i Subtended
ENNI L2

‘
1 4 Eth/
[

MPLS

o
EL | E
z
Py
B
-
:
QO
5 =
H \a-o
o
=l
=

| TDM/ATM
handoff

S LU

IP/IMPLS
L4 based
' Aggregation, UNL
; LAF
TDM/ATM 7
handoff
ENNI L1
\ﬁ(—}%(—}
MS-BNG location COAN RemoteAN
options options options

Figure 2 General TR-178architectural scheme, encompassing the deploymestenarios
targeted by TR-178

Several MSBNGs, CO ANs and subtended AN options can coexist in the same neM®rk.
BNGs can be deployed at the edge of thecess network omore centrally, closer to the
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backbone network seeFigure 2. For the ANs at the CO level, Ethernet Access Nodes (EAN),
MPLS enabled Access Nodes (MAN) or BN@bedded\ccess Nodes (BAN) are possible.

Figure2 shows the possible traffic handgddintsfrom the Treference poinall the way to the

A10 reference pointTraffic is handed off across U1 to the ANs siEcessspecifictransmission
media.From the ANs, traffic is handed oftiss Va onto the Ethernet / MPLS aggregation
network. The Ethernet / MPLS aggregation network must be able to support PtP, Rooted
Multipoint and MPtMP Ethernet connectiorirom the Ethernet / MPLS aggregation network,
handoff to IP, Ethernet / MPLS anédacy (TDM/ATM, through the LegacyAdaptation
Function-LAF-) networks is possible.

Not all the possiblecombinations of mixing Ethernet and MPLS functions in the various
elements, and their correspondimandoffs, are consideredrhis document foceson the most
relevant combinations being applied in networks today othanear future. e specific
architectural schemesedescribedn the following sections.

4.2 The Ethernet Service L ayer

TR-145sections 4.3 to 4.8efine the Ethernet Service Layerl®€s between the UNIx and-E
NNI-L2 interfaces, or IVCs between the UNIx and theNSll interface facing the IP
Aggregation network.

TR-178 architectures support the Ethernet Service Layer between the Ul and A10 reference
points i.e. for Service users dnrASP/NSPsas indicated inTR-145. This implies thaTR-178
architecturessupport all L2 and L3 services, including those offered the TR-101i2
architectureTR-101i2 definedtwo types of service: L¥PN/TLS Services and IP Servicdsis

was based upoan Ethernet Aggregation Layer that leveragalses 1% 16 of 802.1Qand

was used tduild L2 VPN/TLS services, as well as providimgcesdor IP Services between
Residential Gateway®G9 and BNGs

Derivatives of thel'R-101i2 architecture, such atefinedin TR-1563 (GPON accesg)22] and
TR-1672 (GPON fedAccess Nodg[124] aresupported in the same way.

All TR-178architecturesnustbe able to deliver this Ethernet Service Layer inddpanhof any
underlying aggregation and tunnelling technologi€se architecture also needs to support
adapaton of legacy services (TDM)onto the supportinglLayer 2 Forwarding L2F)
functionality. The Ethernet Service Laywill supportcustomer servicesased on IPv4aswell
aslPv6, as described iNR-177[125] andTR-187[126].

TR-178 also defines additional functionalityin the areas of business services, OAM and
manageability, Quality of Seice, Multicast and Service Instance tagging, making it deployable
in a multiservice architecture.

I There are MBBNGs deployments that might not be specifically addressed in thisld®.to steer traffic to these
nodess notelaboratedn this TR.
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421 L2 NSPwholesalemodel

One patrticular capability enabled by the Ethernet Service Layer is the L2 NSP Wholesale Model
This enablesiext generation accesstwerks to provide connectivity betwedioth residential

and business consumers (argkrs) and their respective Network Service Providers (NSPs) in an
open and flexible way. It uses Ethernet transport to allow an access network provider to offer
logically unbundled access. The end user buys services from one or more NSiRswhduy
service from the access provider serving the end usenffastructure Virtual Connection (IVC)

is defined at the Ethernet Service Layer (see above) between the UNI ([Ras ENNI-L2
interfaces (@A10)s defined at the Ethernet layer allowing the NSP maximum freedom in how
they wish to build their service by selecting their interconnect locationthis way it differs

from wholesale broadbarswblutions, whicloperate sing PPP and L2TRr IP, whichgenerally
requires centralised interconneckigure 3 below shows a higlevel view of the L2 NSP
Wholesalanodel

E-NNI@A10  E-NNI@V u U1 T

Backhaul Access
Provider |—4—  Provider
Network | Network

(*) note that in some cases the L2 NT can be integrated in the NID

Figure 3L2 NSP WholesaleModel

The L2 NSP Wholesale sace is built out of two componentsaccess and backhaé.single
Access Network Provider typically serves an end.usean NSP does not interconnect locally
with the Access Network Provider, the NSP may extend the L2 Wholesale service to another
POPby connecting trough a Backhaul Provider Network. The transport technology used within
the Access Provider Network and Backhaul Provider Network could be based on Provider
Ethernet or MPLS, but the handover is Etheriretthe L2 NSP Wholesale model, thecess

Node is expected to support the functions of an Ethernet Access Node (EAN) as defined in
section5.4.

The E-NNI at both the Access Network Provider and the Backhaul Provider will support a
provider bridged handff that is aligned with the Meference poinspecified by TRL012. In

the Access Provider Network, &NNI for interconnect with NSPs could be supported by the
Access Node. Alternatively, a L2 Aggregation node could be uspdbtade theE-NNI. The
access etwork topology used within an Access Provider Network wdftly depend on the
access loop technology (e.g. xDSL, xPON, RairPoint Ethernet).

The network presentation attheemd er premi ses 1 s -enltyh@.r Et her ne

1 For Ethernet preseation, a L2 NT managed by the Access Network Provider will
terminate the access loop technology and support a VLAN ta882BUNI interface at
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the U1 reference point. The L2 NT could incorporate a VDSL2 modem or GPON ONT.
Each NSHnaysupplya CPEthatconnects to the L2 NT.

1 In the wiresonly case, the Access Network Provider will provide a passive interface via
an NID in the endiser premise The enduserCPEwill then terminate the access loop
technology. If a second NSP wishes to provide servizdiset eneuser in the wiresnly
case either the Access Network Provider will provide a second physical accessrloop
the NSP must connect through BEEof the primary NSP.

4.2.2 Network Termination at the Customer Premise

The wiresonly model has been widebeployed for ADSL access networks, where the ADSL
modem is supplied and installed by the -e13ér. In some next generation access networks, it
may be desirable to retain this wiesly CPE deployment model. This maximizes the Network
Ser vi ce feximlty itoddeploy sheir ownCPE without the eneuser incurring the
complexity of having both a L2 NT from the Access Network Provider and a Residential
Gateway, however it complicates any sharing of the accessalodpmay have performance
implications For access technologies where the network termination is tightly coupled to the
access network (e.g. GPON), deployment of a L2 NT in additiomt®d®P CPE may be
required.

Exposing the U1 and the U reference poag external interfasameans that nad functionality
to support an NNI is required in both the L2 NT and the Access Node. This functionality is
discussed below.

4.2.2.1 Service ldentification

At the customer premiselVCs can be identified either by port or a port and VLANtlple At
the U Referece Point there issuallya single physical interfageer end usenn order to support
multiple IVCs at the UReference Pointhese IVCs must be identified using VLAN taggher
S-Tags or CTags can be used as a service identifier at this interface.

4.2.2.2 QoS

On ingress to the network the Access Network Provider needs to classify the Class of Service for
each ingress frame. These classes of service can have different frame delivery performance
objectives. Each IVC can have associated bandwidth profilesafdr €lass of Service. To
support haneff at U and U1, this class of service mapping and policing of these bandwidth
profiles in the upstream direction will need to be supported by an L2 NT and the Access Node.
The L2 NTmayneed to schedule traffic intbé Access Loop in the upstream direction in a way

that is aware of the Classes of service of the IVCs belonging to multiple SBfRkrly, in the
downstream direction, the Access Naday need to manage any contention between NSPs by
scheduling traffic oto the Access Loop.

4.2.2.3 Ethernet OAM

The wiresonly model presents the problem of fault demarcation between the customer premises
andthe Access Loop. Ethernet OAM between the NSP and the Access Network Operator across
the access loop provides part of a dolutfor this. This requires support for Ethernet OAM
functions on the Access Loop interface in both the L2 NT and the Access Node.
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In order to support aBLA for business endsers, Ethernet performance monitoring needs to be
supported at either the LT or the Access Node.

4.2.3 Ethernet WholesaleQoS Architecture
TheTR-101i2QoSarchitecture is based on hierarchical scheduling which has 2 key concepts:

1 All downstream traffic traverses a single node, typically a BNG, which has complete
knowledge of any poterdi congestion points between it and the U interface of each
enduser. The BNG can control the traffic so as to manage this congestion. i$here
some support for one additional video BNG, but the traffic management between the
two is fairly rudimentary.

1 TR-101i2was primarily intended for mass market residential networks with asymmetric
access (e.g. xDSL) where the majority of the traffic was downstream; there was little
need forQoScontrol in the upstream.

In contrast,TR-178does not presume a single deevedge, a single BNG (or indeed any BNG),
and although its main focus is still residential, therthésneedto support business services as
well. This mean€QoS management at thiethernet Wholesal®&INI and UNIs, and within any
parts of the network thatmay be congestion points; further this control is needed in the
upstream as well as the downstream direcfldrese congestion control capabilities are not only
necessary for wholesale architectures but fdsmultiple edge architectures.

4.2.4 Ethernet WholesaleServiceClasses

This section is an instantiation of a wholesale model following the NICC recommendations.
Other wholesale models are of course possible but they are not described in this section. Hence,
parts of the remainder of thisectionare slighly edited extracts from some of the NICC
documers [31] to [35]; the source and Copyright of this base material is hereby acknowledged.

The Ethernet Wholesale Servisapports 4Q0S Classes (AB, C, D), A, B and C have some
aspects of the traditional EF, AF and BE Clas§#ass C and D are both BE traffic, but Class
D can be constrained to a defined share of the BE traffic under congeMtine. they are
intended to support a variety of servigpes, some typical examples are giveifablel.

Class Typical Use
A Realtime, delay sensitive applicatic
e.g. voice
B Streaming applications (video)
C Internet data
D Guest or 3rd party Access

Table 1 Examples of service classes supported IBthernet Wholesale Services

Each of these classes has associated performance objectives that foralaasp8ervice Level
Specification. These performance objectives are such that Clasas Aabsolute scheduling
priority overClass B, whichn turnwill have absolute scheduling priority ov@lasses C and D.
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Starvation of the lower priority queues can be avoided by the use of per Class Policers. Example
implementations are described in AxnA of ND1644[35] .

Classes A and B support only committed bandwidth. The bandwidth available for each of
Classes A and B may need to be restricted bywthelesale serviceprovider to ensure that
performance guarantees daadelivered for lower priority classes and otbenvices

Classes C and D support both committed and excess bandwidth. The bandwidth profiles at the
UNI and NNI can be configured to loeloraware so thatthlSF6s dr op precedence
respected wthin these classes. In the case that both classes C and D send excess traffic at the
same time, thevholesale serviceprovider will limit the bandwidth share of Class D. Typical

use cases for Class D would be to support (wireless) guest access atulsergmeémises, or to

limit the bandwidth of a background application such as push .video

4.2.5 Access Line Sharing

TR-178supportsaccess line sharing; this means that there can be more thals&wn a given
accesdine. The business rationale for this is not primarily to have more than onepiati
service provider (although this is supported), boitsupportsecondary or niche service
providers in addition to thprimary NSP. Examples of such service types ariityiServices
such as Smart Grid related, securityhealth, work at home and Corporate voice. This means
that the QoS mechanisms need to be able to protect diffd&Pson the same line from each
other; for example it is not sufficient to simply prdei shared queues or only strict priority
scheduling.

Per VLAN

BB
Home
network

Wireless
sensor
network

Handoff

Figure 4 lllustration of line sharing used to support residential and sensors services

An example of how line sharing can be used to support a Smart Home service,jsmhith
dependent on the broadband service provider is showigure4. The support of line sharing
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places requirements on the number and type of queues in the Atmg#sghe ability to map
traffic to queues othe basis of VID andLQ bits, and per queue policing (see Secbaf).

4.2.6 Ethernet WholesalePort Types
Ethernet WholesalBLA supports three (user) port types:

1 A port based UNI.
1 An Stagged UNI.
1 A customer edge port based UNI

The STagged UNI requires thBISP to identify theconnectionof a frame using either an- S
VLAN tag or the default 8/LAN on the port.

A customer edge port based UNI offers the same capability but in thisuca§eVLAN tags
used at the UNI are tunneleder a pointo-point connection This means that to use a VLAN
tagged presentation at the UNI tRE8Pwill need to send three VLAN tags at the NNI; where the
two outer VLAN tags are defined by thd A UserConnection(AUC) endpoint magND1644

[35] at the NNI and the innenost VLAN tag needs to match the VLAN tag being used by the
NSPat the UNI. ThisnnermostVLAN tag is not significant to thevholesale servicprovider at

the NNI and is carried transparently over it.

4.2.6.1 Frame handling at a port based UNI

At a port based UNI the UNI identifier identifies tl®nnection All ALA service frames
received on the UNI that have a TPID of 0x8100 shall be accepted regardless of any VLAN
tagging andprovider tagging applied as if they meauntagged frames. ABLA service frames
received on the UNI that have a TPID of 0x88A8 should be accepted regardless of any VLAN
tagging andsimilarly treated All traffic is put on the same IVC, regardless of th&/ICAN or S-

VLANS that are present irhé customer trafficin the downstream direction (towards the end
user) any VLAN tags used by tidSP to identify theconnectionwill be stripped before the
frame is passed over the UNI. Note that this mode only supports a single Class of Service
ND1030[31].

4.2.6.2 Frame handling at an Stagged UNI

At an Stagged UNIthe AN useghe connectionend point mago mapthe SVID of a received
frame toan (IVC) connection The UNIconnectiorend point map will therefore contain a list of
SVID to connectionmappings. Traffic arriving over theonnectionwill be relayedover the
UNI with the appropriate -$ag. An SVID will map to at most ondvVC and a IVC will map to
only one SVID.

At each Stagged UNI it is possible to define a defaultAN to which any untagged or priority
tagged frames are mapped. This default VLAN can be mappedadonaction(as for any other
Stagged VLAN) by the end point map. If no default VLAN is defined for the UNI then
untagged and priority tagged frames wil ropped since they do not match a defindd>

4.2.6.3 Frame handling at an customer edge port UNI

At a customer edge port UNI, oneTag value is used to identify the multicashnection This
value needs to be defined by tivbolesale servicerpvider as part of their product description
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All other frames, untagged, priority tagged or tagged with a value other than the multicast tag,
are mapped to the point to poiobnnection The priority within theconnectionfor frames
entering the network at the UNI msapped from the priority bits of-@gsreceived; see section
7.4.2.3 iInND1644[35] for details

4.2.7 Multicast wholesale services

A separate (point to multipoint) VLANs always usedor multicast between th&thernet
wholesale ervice povider andNSP, this model is supported ifR-101i2 and thereare only a
few new requirements needed to support this connectinity wholesale conteXsee Section
5.4.6.

4.2.8 Ethernet OAM

TR-144 outlines the need fomaarchitecture that supports both residential and business services
for retail and wholesale business models. An imporgapect ofsuchan architecture is the

ability to use common access infrastructure, but there is a need to separate these disparate
savices and businesses by leveraging multiple kawk elements. These elements can be
servicespecific and can be managed by disparate organizational entities. While additional
complexity is introduced in the access network architecture in order to cataultiple service

edges, the alternativie having all services in a single element and therefore a singleiedge
guickly brings up the typical objections of

The network OAM facilities need to be deployiach similar way: using a common approach in
the access network across services and provioleraple to support multiple backend or-famd
service edges. Moreover, the OAM facilities need to be flexabléothe amount of overhead
and signaling theuse in order to catdor the disparate needs of a wide variety of consumer and
business network services.

In the work done in TR45, physical topology requirements have been brought forward that
show wholesale interfaces for access both in centratitots, as well as distributed locations
(e.g. from an Access Node).

Ethernet OAM supports multiple maintenance levels that were leveraged iTRdt01i2 and
later architectures in order to support the needs of users and various service providesge m
network portions, partitions, and etmtend. TR-178 builds on this capability to support the new
multi-service, multiedge requirements in FR44.

Section 7 ofTR-101i2 outlines the basic OAM model in terms of how the maintenance entity
levels ae structured. It also provides for maintenance levels that acknowledge both retail and
wholesale models. The intention oEfhR-178architecture is to maintain this model as much as
possible for MSBNGs in order to offer a consistent toolset and procedim#ependent of the
MS-BNG location in the network.

The primary change is that the MBNG needs to be able to originate and termir@kM
(clauses 18 to 22 of 802.1f3]) / Y.1731[132] PDUs acros the Ethernet PVRFC 4448[69]
used to provide the virtual port extension from a centrally deployedBNS to an MSBNG
deployed at the edge. This places additional requirements on the centrally deplciaMIGVES
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well as theneed to provide MIP or MEP functionality for certain maintenance entity levels that
originate from the MEBBNG deployed at the edge.

TR-101i2 has two OAM models, one for retail and one for wholesale. This section updates that
model depending on whether tiwolesale ENNI is between theentrally deployedMS-BNG

and the access network or whether thBNH is between theentrally deployedMS-BNG and
theMS-BNG deployed at the edge

The basic OAM architectural principles dfR-101i2 are preserved in the dgs of the
maintenance level§he guiding principle is exposure of appropriate information to each of the
managing entities, so for example, the irdarrier level does not have MIPs in transit nodes, but
does have MIPs straddling demarcation boundaries.

The primary change fronTR-101i2 is the edge deployed MBNG is a bridging point for
services hosted at a centrally deployed-BI$G. The maintenancdevel the customer has
access to is limited to MIP/MEP processing at service end points or the teésmiofathe access
uplink. The generalized MIP/MEP design limits visibility of the different network domains to the
relevant actors.

The following diagrams illustrate representative cases of single provider and multi provider
scenarios. When consideritige requirements of an actual deployment, it should be noted that
nodes implementing MIP functionality may not exist in some scenarios, or be collapsed into a
node which also implements a MEP (e.g. in the scenario where an AN is a B&Mgver,the
remova or collapsing of any intermediate node does not alter the overall model.

Figure 5 depicts the retail OAM architecture for residential access if extendedcémteally
deployedVIS-BNG in a hierarchy

(e2e) RG to MS-BNG ME (Customer) V MEP
) 4 o 5 ; L 4 MIP
; | 1 Access Port to MS!BNG ME (Inter-Carrier) !
! \ g : v

i Access Nodeito MS-BNG ME (Intra-Carrier) !
Access Link ME | | !

\ s & 4

Custo mervI v. i i i
: 1 I_NNl : I'NN' 'L I'NN' !
— 1
RG Access Aggregation 1o BNG MS-BNG
Node Node

Figure 5 Retail OAM model for L3 Access in a MSBNG hierarchy
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Figure6 illustrates the Ethernet services variation of this model asdge deploye1S-BNG
implements MIP functionality at the carrier level. In this scenaath ihe MS-BNGs in the
hierarchyare bridging points with respect to the service offered.

(e2e) RG to MS-BNG ME (Customer) V MEP
) 4 o : : : MIP
E | 1 Access Port to MS -BNG ME (Irtter Carrier) !
E i ! E E |
E E | Access Nodelto MS-BNG i\/IE (Intra-Carrier) i
Access Link ME : . | |
Customer I . . .v
: | I-NNI ! I-NNI ! I-NINI !
— { il : ng — 1
Access Aggregation MS-BN I MS-BNG
Node Node SBNG

Figure 6 Retail OAM Model for Ethernet Services fora MS-BNG hierarchy

Figure 7 depicts the OAM architecture favholesale L3 access services where tHEMNE is
between thedge deployetMS-BNG and the Ethernet access network.

. (e2e) RG to MS-BNG ME (Custom er) V¥ MEP
v o E y MIP
E 'Acbess Port to MS- BNG ME (Inter- Qarrler) !

| ® o v

' Access Node .to MS-BNG ME (Intra-Carrier) E

Access Link ME : | MS- BNG to MS-BNG ME (mtra Carrier)

A\ vy v ¥ \

i L | NNIME !

Customer ! ! E , . i
: L NN ' E-NNI ! I-NNI l
RG Access Aggregation MS-BNG MS-BNG
Node Node

Figure 7 WholesaleOAM model for L3 accessin a hierarchy with the E-NNI at the
hierarchy ingress

Figure8 illustrates the OAM architecture for Ethernet services where iN&lEs between the
centrally deployedS-BNG and the Ethernet access network.
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, (e2e) RG to RG (Customer) V MEP
Y o : : : MIP
E A'cce:ess Port to Access I:Dort ME (Inter-Carrier) |
s Yo by ® v
: Access Npde to Agg Node (Intra-Carrier) | !
Access Link ME | | MS-BN(,:E to MS-BNG ME (Intra-Carrier)
¥ ¥
i L ' NNIME | E
Customer ! Do . |
: L ! I-NNI BN I-NNI :
—] - —
RG Access Aggregation MS-BNG MS-BNG
Node Node

Figure 8 WholesaleOAM model for Ethernet servicesin a hierarchy with the E-NNI at the
hierarchy ingress

Figure9 depicts the OAM architecture for wholesale services where 1N&llEs between the
centrally deployed/1S-BNG and theedge deployet1S-BNG.

(e2e) RG to MS-BNG ME (Customer) VMEP
) 4 o : ; y MIP
EAqeess Port to MS-BNG ME (Inter-parrier) E
e 2 4

' Access Node to MS-BNG ME (Intra-Carrier)

T
/:\ccess Link ME

' 1
Customer! v -. "
| g NN COENNE E-NNI
e { [l .' <X;l — 1
RG Access Aggregation  \,c oniG MS-BNG
Node Node

Figure 9 WholesaleOAM model for L3 access servicewith the E-NNI within the hierarchy

Figure 10 depicts the OAM architecture for wholesale services where 4N8&llEs between the
centrally deployedS-BNG and theedge deployeS-BNG.
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(e2e) RG to RG (Customer) V MEP
Y O : : MIP
: ACC:ESS Port to Access Port ME (Inter-Carrier) '
| ¥ : ® —— V

| Access Node to MS-BNG ME (Intra-Carrier)
Access Link ME

CustomervI vl Y -. "' I v
J———— |—
RG Access Aggregation o anG MS-BNG
Node Node

Figure 10 WholesaleOAM model for Ethernet serviceswith the E-NNI within the
hierarchy

It should be noted that no new requirements are placed drefidential GatewayRG), AN or
Aggregation nodes. These nodes suppbe existing requirements for OAM developed
generically inTR-101i2, and for PON ANs iTR-1563, TR-157[123], and TR200[127].

4.2.8.1 Ethernet wholesale OAM and theTR-101i2model

NICC defines an Etheet OAM architecture that is very similar to the-IR1i2 model but with
some subtle differences. The mapping of Ethernet OAM to the NICC Ethernet wholesale
architecture is shown iRigure11 below[31]:

Atl, A2 AJ, A
CPE | NTU ;
_____________ O HSPMEG O"""""""'
[> Extended-connection MEQ_ _______________ |
> Tagged
D Connection MEG q
D—Q D—q 1 Untagged
UNI ME G NHNIME G -

Figure 11 Ethernet OAM Architecture for ALA using the conventions from IEEE 802.1Q

Figurell shows the following MEGs:

42.81.1 NSPMEG

The Ethernet wholesale service provider agunfes the NSP MEG on the VLAN that supports
the connection. It supports MIPs that allow the NSP to perfommkTrace and loopback
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operations to the UNI and NNI for each connection. This MEG is roughly equivalent to the EVC

ME in the MEF architecturg30] and the Customer ME in the TE1i2 architecture. It has
additional MIPS at the demarcation boundaries that do not exist in th&0TIR OAM
architecture or the MEF architecture.-TIRO 1i 2 does hadewrad MERN itn otna
in this ME.

4.2.8.1.2 Extended connection MEG

The Extendegtonnection MEG allows an NSP to monitor the Frame Delay and Frame Loss
performance of a connection without deploying CPE. It supports a MEP at the Ethernet
wholesale service UNthat supports loopbacknd LinkTrace and generation of Y.173[132]

LMR and DMR Messages in response to a Y.1731 LMM or DMM message from a remote MEP.
This allows support for Single Ended Frame Loss measurement andVawd-rame Delay
Measurement. TiR again is roughly equivalent to the Int@arrier ME in the TRLO01i2
architecture and the Service P@i ME in the MEF architecture.

428.1.3 Connection MEG

The Ethernet wholesale service provider can configure the NSP MEG congruent with the VLAN
that supportsthe connection. It supports MEPs that allow the Ethernet wholesale service
provider to run continuity checkjnkTraceand loopback operations between the UNI and NNI

for each connection. Support of this MEG by the Ethernet wholesale service providertako
Ethernet wholesale service provider to report the state of the connection to the NSP using ETH
AIS. This MEG is roughly equivalent to the Operator ME in the MEF architecture, and the
Carrier ME in the Broadband ForufiR-101i2 Architecture.

The conmction MEG exists entirely within the domain of the Ethernet wholesale service
provider. The operation of this MEG is therefore a matter for the Ethernet wholesale service
provider and does not need to be specified as part of the Ethernet wholesale $aeviosly
related requirement arising from the Ethernet wholesale service definition is that eV &
reserved for the use of the Ethetr wholesale service provider.

4.2.8.1.4 UNIMEG

The UNI MEG monitors the UNI interface. It can support Continuity Chedgpback and
LinkTrace

This MEG is equivalent to the Access Link METR-101i2 and the MEF UNI ME.

4.2.8.1.5 NNIMEG

The NNI MEG monitors the NNI interface. It can support Continuity Check, Loopback and
LinkTrace

This MEG is equivant to the MEF NNI MEG.

4.2.8.2 VLAN tagging of connection and NSP MEGs

The VLAN tagging of the connection determines the VLAN tagging of Ethernet OAM frames in
the connection MEG. Extended connection MEG and the NSP MEG. If the Ethernet wholesale
service NNI is single tagged, then the corimecbetween the NNI and the UNI can be modeled

as an SYLAN bridge. This means that implementation of the MEP and MIP functions at the
NNI should be supported by a standard IEEE provider bridge.
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4.2.8.3 Performance Management

Ethernet OAM supports frarless measrement (ETHLM), and frame delay measurement
(ETH-DM). These measurements can be used by the Ethernet wholesale service provider and the
NSP to generate values for the fraloss, frame delay and frame delay variation described in the
Service Level Agreesnt.

4.3 The reach of MPLS

Some operators consider it desirable to increase the scope of the MPLS domain in their network
to either replace or diminish the scope of the access network and to leverage MPLS features such
as traffic engineering and resiliency.

The approaches generally fall into two classes. The first is the use of MPLS for backhaul of
customer traffic to service edges; the second is to push the service edge closer to the customer. In
the first case a lighter weight form of MPLS may be employed @ h e i Mhatdesaat g e 0
implement the full set of services and subscriber management that can be supported by an MPLS
network and is associated with a service edge
the totality of the MPLS architecturand subscriber management features normally associated

with aMS-BNG.

In both casesthe extreme is that the MPLS edge isl@cated with theAccess Nodewhich
givesrise to two classes of nodes not previously considered in BBF architectures. These are:

1 The MPLS enabledAccess Node(MAN) which is a class ofAccess Nodethat
implements the minimum set of MPLS functionality needed for it to serve in a backhaul
role.

1 The BNGembeddedccess Nod€BAN) which is anAccess Nodéhat implements the
set of feattes normally associated with the combination of an Access node, a subset of
MS-BNG features and an MPLS PE.

It alsobecomes possible to considesa@naridn which MPLS in a backhaul role is not extended

all the way to the AlNwhich givesrise to the MPL&nabled aggregation node.

All of these node types as well as strategies for reducing complexity where necessary are
discussed in the following sections and in nodal requirements.

4.3.1 Seamless MPLS

Seamless MPLSas represented iRigure 12, is an architecture enabling the deployment of
MPLS enabled Access Nodes while minimizing the complexitthefadditional Access Node
functions. Seamless MPLS is an architectural combination and deployment of different
mechanisms leading to simfslid control and data plane requirements Axtess Node. It
enables the setup of LSPs and PW over multiple administrative areas, building a single MPLS
domain.

Dynamic InfrastrCI
~ . ~SecamlessMPL

AGN . ABR - ABR Aggregatiol AGN
Aggregatiol 1 Backbone Routi Routing Arei | -
7 Routlrg 'A\r'ec // ) 7%0 one ou |ng rf o //, AN

Static

\ — — — —
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Figure 12 Seamless MPLS Architecture
From an organizational and op#&onal point of view it may be desired to define the boundaries
of such domains along the pegisting boundaries between aggregation networks and the core
network. This means the MPLS LSP starts in one access domain, goes over the core network and
terminatesin a different access domain. To ensunaiaimal control plane orAccess Nods,
LDP-extension for intearea LSPs and LDP downstremmdemand are used. In this mode, the
Access Node (AN) explicitly asks the Aggregation Node (AGN) for a label binftinga
particular FEC when needed for upstream traffic, and the AGN asks the AN for label binding for
downstream traffic.

4.3.2 Access Nod®ptions with MPLS capabilities

The Access Nodaith MPLS capabilitiescan be deployed in different scenarias, shown in
Figurel13, influenced by access technologies, capacity and posititredfccess Node, targeted
scalability of MPLSbased services as well #e operatoés overall networlevolutionplan. The
set of TR-178servicesare supporig in all deployment optiondga MPLS PWs.

MPLS enabled
Access Node

Y
CPE
ONU
- DSLAM/ MPLS Backhaul
PON-fed oLT
 ——— AN
—| Subtended
AN .

Figure 13 Deployment Options with MPLS enabled Access Node

This subsection only describes dke portions of the networthat contain Access Nodesvith
MPLS capabilities Overall MPLSnetwork architectureare specified inTR-221 andTR-224.
The deployment options in this section amtendedto assisthe understandingf the scenarios
and requirements of MPLS enabled Accessééod

Operatorsmay wantMPLS capabilities in Access Nodesit these caincrease the complexity

and cost of the nodes. Simpleghtweight solutions forsmall nodes are preferred. Seamless
MPLS is onesolution, whichdoes not place laeavy burden on Access Nodes.
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In the deployment scenarios outlined in this doent, a fulifeatured MPLS Access Node
always has a BNG function embedded it is called a BN@mbeddediccess Nod€BAN). In
contrast, an MPLS enabled Access NQd@&N) just has the simple MPLS adaptation functions.

A full-featuredMPLS Access Nodés usually CObasedand hasa large subscriber capacjtgo
that it needs to b@owerfulandmore complexAn Access Node with simpler MPLS capability
may bepreferred.This can bechievedoy simplifying theMPLS control plane, e.doy removing
dynamic routng protocols. Irthis caseéhe Access Node can be configured with default routing

entries when there is only one link between the Access Node and the aggregation network.

MPLS labels and PW labels on the Access Node could be statically configuretievia
management plane, instead dfy dynamic label distribution protocols. Though such
simplification reduces complexity on the Access Nodes, it loses the flexibildg ehdto-end
dynamic routing and control planegweverthe other benefits of erid-end MRS are retained

The Access Nodean take different roleaccording to itdVIPLS capabilitiesasdescribedn the
following sections.

4.3.2.1 MPLS enabled Access Node (MAN)

The MPLS enabled Access Node acts as a PE node for MPLS and MPLsoPk&quiring
dynamicrouting protocolsThis scenario is a common case for residential and L3VPN services.
It may also apply to mobile backhaul or ATM DSLAM backhaul when the AN has ATM o
T1/E1 interfaces.

4.3.2.2 BNG embeddedAccess Node (BAN)

The BAN canperform one or more dhefollowing roles:
TheBAN acts as a P node for MPLS and MPLS PW, wihiesCPE or ONU acts as aHE.
Only single segment PWs are visible to the @dting as a P nod@&his scenario applies to
small scale PW netwoskPON-fed ANs or subtended Aklcan alsdbe a PEor MPLS and
E2E MPLS PVE. This scenario applies to residential services for FTTB/C, and to mobile
backhaul if the Access Node has ATM or T1/E1 interfaces.
TheBAN acts as a switching PE-@E) for MPLS and MPLS PW. The Access Node splits
PWs intomultiple segments and performs PW switching betwhkenser and network sides.
As PWs are split bthe Access Node, a large network is divided into several smaller
domains and the scalability of PWdh&rebyextended. This scenario may be applied to
large scale PW networld PON-fed AN or subtended AN can lael-PE for E2E MPLS PW.
TheBAN acts as a PE node and providesMEN servics, supporting an overlay model
carrying other services from CPE or ONU to their peer PEs.

In addition to any of these, tiBAN can actas an IP Edge for residential and business services.

4.4 TR-178architectural options

TR-101i2 specified Ethernet connectivity between Broadband Network Gateways and Access

Nodes, without providing details on how to deliver such connectivity gffir@an Aggregation
Network. TR224 introduced MPLS in Carrier Ethernet Networks, andZPR introduced
MPLS in Mobile Backhaul Networks. MPLS can be used in multiple ways in 18eltvice

Broadband Networks, depending on a number of operational factorsasutie scale of the
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network, the location of the service edges in the network, the degree of automatitire and
homogeneity desired in managing the network, etc.

This section describes MSBN architectural variants using MPL&ifferent extentsi either
confined to the Aggregation Network, or involving Broadband Network Gateways, Access
Nodes, or further nodes such as a Cell Site Gateway (CSG) or a Mobile Aggregation Site
Gateway (MASG). Each architectural variant is described by a figure represenéng th
distribution of functions into network nodes at a high level. The use of such MPLS constructs
does not preclude the use of regular Ethernet aggregation as describedl@1iZ;Rvhich
remains fully valid in a TRL78 context.

Section 4.4.1 describes the three primary architectural variants leveragin@ZBRMPLS
principles to provide consumer and business services through fixed broadband access.
Sectiond.4.2then introduces mobileackhaul concepts as defined by-ZR1 and corresponding
nodes (e.g. CSG, MASG), and illustrates how such concepts and nodes fit inR1a8TR
architecture, using either an overlay model or a more integrated model.

4.4.1 Fixed Broadband Access

This section illugates the three primary architectural variants for fixed broadband access. This is
not intended as a complete and exhaustive list, avaudgnts can be deployed by mixing and
matching some of those constructs, khese should be representative of theinpary
architectural possibilities enabled by -IR8.

The three primary scenarios for fixed broadband access are:

1) Standalone, centrally deployed MBING in which an MPLS network is used to backhaul
subscriber traffic from the access facilitating flexilyilin the selection of MBNG
location.

2) Standalong edge deployed M8NG in which the placement of the edge BNG is
typically dictated by the depth of the Ethernet access network.

3) Hierarchical deployment of MBNGs in which some subscribers of a subtendiig A
have their service edge hosted on the edge deploye®N4g and othershave their
service edge hosted at a centrally deployedBilN&. This architecture may exist for
business reasons within a single operator, flexibility in service placement withigle sin
operator, or to facilitate mutbperator wholesaling.

4.4.1.1 Standalone Centrally deployed MSBNG

Figure 14 and Figure 15 illustrate the distribution of functional modules and nodes required to
introduce MPLS in a TR224 aggregation network, for a centrally deplgystndalone MS
BNG architecture. Both consumer services and business services (as required4s) T&n be
supported, using the appropriate type of Customer Premise Gateway served by ZeMick
BNG.

In this figure, by default, the MBNG dces notact as an aggregatidacing MPLS PE node,
hence staying close toT&-101i2 architecture. The M8NG can provide MPL$ased services
though (e.g. H.ine or L2/L3 VPN business service), hencéiragas an MPLS PE on the cere
facing side.
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Figure 14 Ethernet Access Nodegentrally deployed standalone MSBNG

Alternatively (as represented by the red dotted line), theBMS could be combined with full
aggregatiorfacing MPLS functionality (including the Ethernet A10 hawff), while the Access
Node would remain Etherneentric.

Figure 15 illustrates the distribution of functional modules and nodes required to introduce
MPLS in the MSBNG, &agregation network and ANs for a centrally deployed BNG
architecture. The MPLS feature set on the Access Node is assumed to be lightweight, not
requiring any dynamic routing protocol, according to the principles of seaMRES [37].

Note that endo-end Ethernet business services (e.g.ite, EELAN) can be supported by
extending the scope of MPLS end to end, i.e. from one Access Node to another through the
entire MultiService Broadband Network. Another approach is to useSViR the aggregation
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Figure 15 MPLS Access Nodecentrally deployed standalone MSBNG

Alternatively (as represented by the red dotted litted, MSBNG could be combined with full
aggregatiorfacing MPLS functionality (including the Ethernet A10 haoff).

4.4.1.2 Standalone Edge deployed MBNG

Figure 16 and Figure 17 illustrate the distribution ofunctional modules and nodes required to
introduce MPLS in the broadband aggregation network for an edge depstgedalone MS
BNG architecture. The MBNG is deployed close to Ethernet Access Nodes (e.g. in a Central
Office), or is embedded in the ANguiding aggregation and MPLS PE functions in addition to
its usual subscriber management role.
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Figure 17 Standalone BNGembeddedAccessNode
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4.4.1.3 Hierarchical MS-BNG deployment

Figure 18 & Figure 19 illustrate the distribution of functional modules and nodes required to
introduce MPLS in the broadband aggregation network for a hierar@alarchitecture. The
edge MSBNG is deployed close to Ethernet Access Nodes (e.g. in a Central Office), or
incorporated into BNG embedded Accéssdesproviding aggregation and MPLS PE functions

in addition to their usual subscriber management role. Inhiararchical construct, some
subscribers will be served by the edigployedMS-BNG, andothersby thecentrally deployed

MS-BNG.
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4.4.2 Mobile Backhaul

TR-221 defines the full reference architecture for mobile backhaul. Figure 1-RRTRlepicts
the access, aggregation and core parts of an MPLS mobile aodhakdtwork, considering all

current types of Transport Network Layer (TNL) used in 2G, 3G and LTE mobile networks.

Such an architectureusestwo new types of nodes, Cell Site Gateways (CSG) and Mobile
Aggregation Site Gateways (MASG).

There are numerowschitectural variants in TRR21, which can map to FR78 by instantiating

TR221 O0Edge

Nodesd to a

model, the two others showing a more integrated approach.

4.4.2.1 Mobile backhaul, MPLS overlay
Figure 20 illustrates a TRL78 multiservice network used to support regular fixed broadband

services and depicts an MPLS dagr model for mobile backhaul. CSG and MASG nodes
communicate at the MPLS layer with each other (as illustrated by the purple line), but the mobile
traffic is transported as an Ethernet service by the MSBN. A Legacy Adaptation Function (LAF)

specific
role. Three primary variants are described in the following sections, one showing an overlay

MP L SBNGo |

allows he transport of TDM mobile traffic (e.g. 2G), or ATM mobile traffic (e.g.3G), or IP/ETH
mobile traffic (e.g. LTE), over su@mMPLS layer.
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Figure 20 Mobile backhaul, MPLS overlay

4.4.2.2 Mobile backhaul, MPLS integrated (in Aggregation)

Figure 21 illustrates amore integrated mobile backhaul approach, contained within the MSBN,
combining MASG functionality with an MPLS PE (aggregation) node before the A10diand
The MPLS traffic originated by th€SG is switched by the MPLS (aggregation) nodes to the
MASG (as illustrated by the purple line), while the Ethernet traffic originated by the (fixed) B
NTs is conveyed by MPLS to the MENG.
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Figure 21 Mobile backhaul, MPLS integrated (Aggregation)

4.4.2.3 Mobile backhaul, MPLS integrated (Access)

Figure 22 illustrates another integrated mobile backhaul approach, contained within the MSBN,
combining MPLS SPE functionality with the Access Nodedaoombining MASG and MPLS-T

PE functionality with an MPLS node before the A10 haiffd The Access Node and the MPLS
nodes switch the MPLS traffic originated by the Ct8Ghe MASG (as illustrated by the purple

line), while the Ethernet traffic originatéxy the (fixed) BNTs is conveyed by MPLS to the MS
BNG.
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Figure 22 Mobile backhaul, MPLS integrated (Access)

4.4.2.4 Synchronization mechanisms for mobile backhaul support

This section describes the framework for deriving the nodal regents required to support the

MBH architectures described in sectigh4.2 This framework is built on the existing
synchronization solutions but takes into account the status of ongoing discussions in the relevant
internaticmal SDOs.

Thesynchronization requiremenits this documentocus solely on packdiased synchronization
methods for frequency distribution. As these are delay sensitive, G.8PH]. Iprovides
recommended delay limits to oweime accesdependent delay with proper clock distribution
design.Interested readers are referred toftequency distribution scenarios using physiegker
methods listed in TR21[128] Appendix B, namely:
1 TDM frequency dstribution,
1 Synchronous Ethernet (defined in MUUG.8261[15], ITU-T G.8262[17], and ITUT
G.8264[18]),
1 Various synchronous lastile technologies such as the Netwdikning Reference (NTR)
in DSL and the synchronous downstream 8 kHz clock distribution of xPON systems, and
1 GPS

TR-221 describes the BBF technical specifications for MPLS in MBH networks, including
synchronization supportTR-221 Appendix B acknowledgeshat packebased frequency
distribution can be terminated both at the CSG or the radio base station, hence providing a
reliable solution for carrying synchronization etodend.Hence, this documemgfers to TR221
requirements for synchronization supparthe following nodes:
1 Cell Site Gateway iTR-178 in sectior8.2
1 All TR-178nodes supporting PE functionality
o0 BNG embedded Access Node §ection5.6),
0 MS-BNGs (n section?.1).

The corresponding nodal requirements networks are found in the sections listed above.

4.4.3 Hierarchical QoS

Support for both centralized deployments of standaloneBM&s and hierarchical deployment
of MS-BNGs requires modifiations to the hierarchical scheduling model defined iROB&
[114] and TR-101i2 and the enabling of different capabilities on specific-BI$Gs depending
on their role in the selected deployment model.

It is expected that th@mplementation of hierarchical scheduling and service management
functions will be common to both standalpeelge deployed M8NGs, standalonecentrally
deployed MSBNGs and both edge and centrally deployedBASSs in a hierarchy.

The fundamental difirence is that a centrally deployed MB8IG shapes or rate limits into
MPLS constructs instead of into physical links. This requires an edge deploy&NMSo be
augmented to accept external aggregated inputs from multiple centrally deployBNGESInto
its hierarchical scheduling function. The edge deployed BN{Bo enhanced with the ability to
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steer traffic on the basis oft8g or S+CGtag to either service terminations local to the platform,
or to PseudowirdPW) adaptation functions that permit ttiestomer or group of customers to be
backhauled to the appropriate edge located elsewhere in the MPLS n&twork.

4.4.3.1 Basic Traffic Management Model

When a MSBNG is deployed standalone and/or at the edge, the hierarchical scheduling function
is expected to mad all of the blocking points in the downstream network and shape the traffic
accordingly. When an M8NG is deployed centrally as part of a hierarchy (e.g. with a
downstream MSBNG or BAN), it is not expected to shape traffic, only rate limit it (to avoed
latency of cascaded shaping instances), and utilize a much simpler model of the number of
blocking points as it is dependent on the downstrearrBME to model the blocking points in

the subtending access network.

In the TR-178 architecture thelf'R-059 exemplary model is expanded. PWs are employed for
Ethernet tunneling fromentrally deployedS-BNGs.

In a hierarchical deployment these are also a source of traffic feeding into a virtual port of the
hierarchical scheduling (HS) function at an edgplaged MS-BNG. The PW label or EFP is

used to infer the scheduling appearance and the sum of the access sessions for the virtual port
associated with the PW. The traffic received from the PW has a collective CIR and EIR
associated with it as an input taffic schedulingseeFigure23).

T i
> =
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Figure 23 Queuing and Scheduling example for a standalone MBNG

a
@
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n

2 A future version ofTR-178 may include an extension of the hierarchical BNG concept by allowing the ENiGe

to steer traffic at Layer 3 towards a ServiBHG (e.g. via L3 classifiers and related traffic steering policies). Such
L3 classifiers & policies may beerived from an interaction between gggedeployed MSBNG and a L3 Session
Control system. Although not precluded, saatonstruct imot specified in the present edition of this document.
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