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Executive Summary

TR-181Issue Xefines version 2 of the FTB69[2] Device data model (Device:2lhe Device:2
data model applies to all types of Tl9-enabled devices, including End DevicBgsidential
Gatavays and other Network Infrastructure Devices. It represenexageneratioevolution
that supesedes botiDevice:landInternetGatewayDevice:1.

The evolution to Device:2 was necessary in order resolve some fundamental limitations in the
InternetGatewwyDevicel data modelwhichproved to benflexible andcaused problemis
representingomplexdeviceconfigurationsHowever, in defining thisext generatiodata

model, care has been taken to ensure that all InternetGatewayDevice:1 and Device:1
functionality hasbeencovered Legacy installationsancontinue to make use of the
InternetGatewayDevice:1 and Device:1 data mqadeschare stillvalid.

The Device:2 data model defined in thischnical Reportorsists of a set of data objects
covering things like basic device information, thofeday configuration, network interface and
protocol stack configuration, routing and bridging management, throughput statistics, and
diagnostic testdt also defines a batine profile that specifies a minimum level of data model
support.

The cornerstone of the Devicedatamodel is the interface stacking mechanism. Network

interfaces and protoctdyers are modeled as independent data objbetscan betacked, one
ontop of the other, into whatever configuration a device might support.
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1 Purpose and Scope

1.1 Purpose

This Technical Reportiefines version 2 of the FB69[2] Device data model (Device:Z)he
Device:2 data model applies to all types of-069-enabled devices, including End Devices,
Residential Gatewaysind other Network Infrastructure Devices. It represenexageneration
evolutionthat supesedesboth Device:landInternetGatewayDeve 1.

The evolution to Device:2 was necessary in order resolve some fundamental limitations in the
InternetGatewayDevice:1 data model, which proved to be inflexible and caused problems in
representing complex device configurations. However, in definisgiéat generation data

model, care has been taken to ensure that all InternetGatewayDevice:1 and Device:1
functionality has beeoovered Legacy installationsancontinue to make use of the
InternetGatewayDevice:1 and Device:1 data mqadefschare stillvalid.

1.2 Scope

The Device:2 data model defined in thischnical Reportonsists of a set of data objects
covering things like basic device information, thofeday configuration, network interface and
protocol stak configuration, routing and bridging management, throughput statistics, and
diagnostic testdt also defines a baseline profile that specifies a minimum level of data model
support.

The cornerstone of the Deviceddatamodel is the interface stackingeghanism. Network
interfaces and protoctdyers are modeled as independent data objadtsa. interface objects)
that can bestacked, one on top of the other, into whatever configuration a device might support.

Figurel illustrates the toflevel Device:2 data model structufFggure2, Figure3, andFigure4
illustrate the data model structure in greater debaié Sectiob for the complete list of objects.

1 Interface objects are indicated bfial a s haekdround pattern.
1 Objects that reference interface objects are indicatedibgl @ t aekgtound pattern.
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Device:2.7

§|Scwiocs.| |Dcvioc1nfﬂ.| |Ma_nagcmcn15cwcr.| |Gatcway1nfo.| |Uscr1ntcrfacc.|

E|LANCOnﬂgSwurity.| Hosts.| (Users.| [SmartCardReaders.| [ETSIM2M. |

§|Sc]fl‘csﬂ]iagnosﬁcs.| |Pcric-dicSl;aﬁsﬁcs.| |Soﬁwa1'cModu1cs.| |Bu]kDal;a.|

_____________________________________________________________

E|Intcrfam5tack.{i}.| IDSL.| |Optical.| |[ATM.| [PTM.| [Ethemet.| [USB.| [HPNA |

§|MGCA.| [Ghn.| [HomePlug.| [UPA ] [WiFi| [Bridging.| [PPP.]

§|T'1mc.| |IE‘5@::| |Capﬁch0nal.| |Rc-uting.| |NcighborDismvcry.| |Rc-utcrﬁdvcrﬁscmcm.|

§|IE>v5rd.| IDSLite.| [QoS.| [DNS.| [NAT.| [DHCPv4.| [DHCPv6.| |IEEES021x.|

§|UPnP.| IDLNA.| |Firewall.| [FaultMgmt.| {Security.| [FAP.| [XMPP.|

Figure 17 Device:2 Data Model Stucture 1 Overview
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Device:2.7
Device
e DeviceLevel T i
|Scrviccs. | .
Devicelnfo.
|VendorConfigFile {i}.| |SupportedDataModel.{i}.| [MemoryStaws. | |ProcessStats. | [TemperatreStatus.
|NetworkProperties.| |Processor{i}. | |VendorLogFile.{i}.| [ProxierInfo. | [Location.{i}. |
ManagementServer.
|Managcabchcvicc.{i}.| |AulonomousTransfmComplctcPo]icy.| |DownloadAvajlabithy.|
|DUStateChangeComplPolicy.| [EmbeddedDevice.{i} | |VirtualDevice.{i}.| [StandbyPolicy. |

§|Galcway1nfo. | UserInterface. |LANCOnﬂgSocurity.| Hosts.
E |Rcm0tcAcccss. | |L0ca_lDisplay. |
[Users. SmartCardRcaders. ETSIM2M. |SelfTestDiagnostics. | [PeriodicStatistics.
[User.{i}. || | [SmartCardReader.{i} ] | | [SCL.{i}. |
SoftwareModules. BulkData.
[ExecEnv.{i}. | |DeploymentUnit{i}.| [ExecutionUnit.{i}.| | | [Profile.{i}. |

Figure 27 Device:2 Data Model Structurei DevicelL evel
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Device:2.7
Device.
S [terface Stack, Networking Technologies
ElnmﬁaccsLack.{i}. | [DsL.
’ |Line {i}. | [Channel.{i}. | [BondingGroup {i}.| [Diagnostics.
[Optical ATM. PTM.
| [nterface4iy. | | | [Link.{i- | |Diagnostics. || | [Link{i}. |
Ethernet.
| [RMONStats.{i}. | [Interface{i}. | |Link.{i}. | [VLANTermination.{i} |
[UsB. HPNA.
| [mterface {iy. | [Port.{i}. | [USBHosts. || | |interface.{i}. | |Diagnostics. |
MoCA. Ghn. HomePlug. UPA.
| [nterface {iy. || |[mterface{iy. || |[Interface{i}. || |[Interface{i}. | [Diagnostics. |
WiFi.
| [Radio.{i}. | [NeighboringWiFiDiagnostic.| [SSID {i}. | [AccessPoint.{i}. | [EndPoint.{i}. |
[Bridging. PPP.
| [Bridge.{i3. | [Filter.{i}. | [ProviderBridge.{i}| | | |[Interface.{i}. |
=
| |Interface{i}. | |ActivePort{i}. | |Diagnostics. |
ZigBee.
| |Interface {i}. | [ZDO.{i}. | |Discovery |

Figure 31 Device:2 Data Model Structurei Interface Stack and Networking Technologies
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Device:2.7

Device

""""""""""""""""""""""""""""""""""""" Applications and Protocols T

Time. IPsec.

: [Stass. | [Filter.{i}. | [Profile.{i}. | [Tunnel.{i}. | [KEv2sA {i}. ]

CaptivePortal. Routing. NeighborDiscovery. RouterAdvertisement.

i [Router.{i}. | RIP. | [RouteInformation. | | | [InterfaceSetting.{i}.] | | [InterfaceSetting.{i}.

[Bverd. DSLite.

| [Inerfacescting (i}

[InterfaceSetting.{i} ]

QoS. :
| [Classification.{i}. | [App.{i}. | [Flow i} | [Policer.{i}. | [Queue.{i}. | [QueueStars {i}. | [Shaper{i}. ||
[DNs. NAT.
| [Client. | [Relay. | [Diagnostics. | [sD. || | |mnterfaceSetting {i}.| [PortMapping {i}.. |
DHCPv4. DHCPV6. [EEES021x.
! | [Client.{i}. | [server. | [Relay. || | [Client.{i}. | [server. || | [Supplicant{i}. ]
- [GPoP. DLNA. Firewall.
| [Device. | [Discovery. | [Descripion. || | |Capabilities. || | |Level{i}- | [Chain.{i}. |
FaultMgmt. Security.
[SupporiedAlam.{i}.| [CurrentAlarm {i}.| [HistoryEvent.{i}. | |[ExpeditedEvent.{i}.| [QueuedEvent{i}.] | | [Cenificate.{i}. |
[FAP. XMPP.
[GPs. | [PertMgmt | [ApplicationPlatform.| | | [Connection {i}. |
Figure 41 Device:2 Data Model Structurei Applications and Protocols
November2013
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2 References and Terminology

2.1 Conventions

In this Technical Reportseveral words are used to signify the requirements of the specification.
These words aralways capitalized. More information can be found be in RFC (2119

MUST This word, or the term AREQUI REL
absolute requirement of the specification.

MUST NOT This phrase means that thdidgion is an absolute prohibition of the
specification.

SHOULD This word, or theermi RECOMMENDED O, meoaldesist t |
valid reasons in particular circumstances to ignore this item, but the full
implicationsneed tdbe understood and carefuliveighed before choosing ¢
different course.

SHOULDNOT Thi s phrase, or the phrase i Nooud
exist valid reasons in particular circumstances when the particular behs
IS acceptable or even useful, but the full implicagioeed tabe understood
and the case carefully weighed before implementing any behavior desc
with this label.

MAY This word, or theermit OPTI1 ONALO, means t hat
allowed set of alternatives. An implementation that does notdadhis
option MUST be prepared to inteperate with another implementation thi
does include the option.

The key words ADEPRECATEDGQdechnital Repoa ®®e ETEDO i n
interpreted as defined iR-106[3].
2.2 References

The following references are of relevance to freshnical ReportAt the time of publication,

the editions indicated were valid. All references are subjecvisioa; users of thiFechnical
Reportare therefore encouraged to investigate the possibility of applying the most recent edition
of the references listed below.

A list of currently valid Broadband Forum Techali®keports is published atww.broadband
forum.org

[1] REC 2119Key words for use in RFCs to Indicate Requirement LeN€l$, 1997

[2] TR-069 Amendmenb, CPE WAN Management Protoc@8roadband Forun013

[8] TR-106 Amendment, Data Model Emplate for TRO69-Enabled DevicesBroadband
Forum 2013

[4] REC 3986Uniform Resource Identifier (URI): Generic SyntiXTF, 2005
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[5]
[6]
[7]

[8]
[9]

[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]

[20]
[21]
[22]
[23]
[24]
[25]

[26]
[27]

[28]

[29]
[30]

[31]
[32]

XML Schema Part 0: Pmer Second EditigiWW3C, 2004
RFC 2863 The Interfaces Group MIBETF, 2000

X.200, Information technology Open Systems InterconnectioBasic Reference Model:
The basic modelTU-T, 1994

802.132004 Media Access Control (MAC) Bridges, IEEE, 2004

802.1Q2011, Media Access Control (MAC) Bridges and Virtual Bridge Local Area
Networks, IEEE, 2011

RFC 2597 Assured Forwarding PHB Group, IETF, 1999

REC 3246 An Expedited Forwarding PHB (Relop Behavior), IETF, 2002

RFC 3261 SIP: Session Initiation Protocol, IETF, 2002

REC 3435 Media Gaegway Control Protocol (MGCR)Version 1.0, IETF, 2003
RFC 4566 SDP: Session Description Protocol, IETF, 2006

RFC 2453 RIP Version 2, IETF, 1998

RFC 2460 Internet Protocol Version 6RV6) Specification, IETF, 1998

REC 2464 Transmission offv6 Packets over Ethernet Networks, IETF, 1998
RFC 3315Dynamic Host Configuration Protocol fdPd6 (DHCPvV6), IETF, 2003

REC 36331Pv6 Prefix Options for Dynamic Host @figuration Protocol (DHCP) version
6, IETF,2003

RFEC 4191 Default Router Preferences and M@pecific Routes, IETF, 2005
RFC 4193 Unique Local IPv6 Unicast Addresses, IETF, 2005

RFEC 4861 Neighbor Discovery for IP version 6%i6), IETF, 2007

RFC 48621Pv6 Stateless Address Autoconfiguration, IETF, 2007

REC 50721IP Version 6 over PPP, IETF, 2007

RFC 5969 IPv6 Rapid Deployment on IPv4 Infrastructures (6ré&rotocol Specification,
IETF, 2010

RFC 616, IPv6 Router Advertisement Options for DNS Configuration, IETF, 2010

RFEC 6333DualStack Lite Broadband Deployments Following IPv4 Exhaustion, IETF,
2011

RFC 6334 Dynamic Host Configuration Protocol for IPv6 (DHCPv6) Options for Bual
Stack Lite, IETF, 201

TR-101, Migration to Ethernet Based DSL Aggregation, Broadbandfp2006

TR-124 Issue 2Functional Requirements for Broadband Residential Gateway Devices,
Broadband Forum, 2010

TR-177, 1Pv6 in the context of TRO1, Broadband Forum, 2010
TR-187, IPv6 for PPP Broadband Access, Broadband Forum, 2010
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[33]
[34]

[35]
[36]
[37]
[38]
[39]

[40]
[41]

[42]

ICSA Baseline Modular Firewall Certification CriteriBaseline modulé version 4.1,
ICSA Labs, 2008

ICSA Residential Modular Firewall Cefittation Criterig Required Services Security
Policyi Residential Category moddileversion 4.1, ICSA Labs, 2008

RFEC 4301 Security Architecture for the Internet Protocol, IETF, 2005
RFC 4302 IP Authentication Header (AH), IETF, 2005.

REC 4303IP Encapsulating Security Payload (ESP), IETF, 2005

RFC 396, Internet Key Exchange Protocol Version 2 (IKEv2), IETF, 2010

ETSITS 102 690 v1.1,8Machineto-Machine Communications (M2M Functional
Architecture), ETSI, 2012

ETSITS 102 921 1.1.6 M2M mila, dla and mld Interfaces, ETSI, 201

ETSITS 103 093 v1.3, Machineto Machine (M2M); BBF TR0O69 Compatible Data
Model for ETSI M2M, ETS]2012

ZigBee 2007, ZigBee Specification, The ZigBee Alliance, 2007

November2013 © The Broadband ForurAll rights reserved 180f 124


http://www.icsalabs.com/sites/default/files/baseline.pdf
http://www.icsalabs.com/sites/default/files/residential.pdf
http://tools.ietf.org/html/rfc4301
http://tools.ietf.org/html/rfc4302
http://tools.ietf.org/html/rfc4303
http://tools.ietf.org/html/rfc5996
http://docbox.etsi.org/M2M/Open/Latest_Drafts/00002ed121v116.pdf
http://docbox.etsi.org/M2M/Open/Latest_Drafts/00010ed121v116.pdf
http://docbox.etsi.org/M2M/Open/Latest_Drafts/00016ed121v113.pdf
http://www.zigbee.org/Specifications/ZigBee/download.aspx

Device Data Model for TR69

2.3 Definitions

TR-181Issue2 Amendment 7

The following terminology is sed throughout thiSechnical Report

ACS

CPE

Component

CWMP

Data Model

Device
DM | nstance

DM Schema

Downstream

Interface

Interface Object

Object
Parameter

Path Reference

Upstream
Interface

November2013

Auto-Configuration Server. This is a component in the broadband network
responsible for autoonfiguration of the CPE for advanced services.

Customer Premises Equipnigrefersto any TR-069-enabled?2] deviceand
therefore coverResidential GatewayskAN -sideEnd Devices and other Network
Infrastructure Devices

A named collection oDbjectsand/orParametersand/or Profileghat can be
included anywhere within Bata Model

CPEWAN Management ProtocdDefined in TR0O69[2], CWMP is a
communication protocol between A&SandCPEthat defines a mechanism for
secure aut@onfiguration of aCPEand othelCPE management functions in a
common framework.

A hierarchical set oDbjectsand/orParameterghat define the managed objects
accessible via TR69 for a particulaCPE

Used here as a synonym foPE

Data Model Schema instance documéhis is an XML document that conforms t
theDM Schemand to any additional rules specified in or referenced bipie
Schema

Data Model Schem&his is the XML Schem§b] that is used for defining data
models for use witicWMP,

A physical interfacebjectwhose Upstream parameter is sefielee or aninterface
that is associated with such a physical interface via the InterfaceBtaakxample, .
downstream IP Interface is an IP.Interface object that is associated with an
Upstream=false physichdyerinterface.

A type ofObjectthat models a network interface or protocol layer. Commonly
referred to as an interfacThey can be stacked, one on top of the other, Bsitiy
Reference$n order to dynamically define the relationships between interfaces.

A named collection oParametersand/or otheObjects

A namevalue pair representing a managedbPE parameter made accessible to ¢
ACSfor reading and/or writing.

Describesdhow a parameter can reference another parameter or object via its pe
name(Section A.2.3.4TR-106[3]). Such a reference can imeak or strongSection
A.2.3.6TR-106[3]).

A physical interfacebjectwhose Upstream parameter is setrt@, or aninterface
that is associated with such a physical interface via the InterfaceStaekaraple,
an upstream IP Interface is an IP.Interface object that is associated with an
Upstream=true physicéyerinterface
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2.4 Abbreviations
This Technical Repr uses the following abbreviations:

ATM Asynchraous Transfer Mode

DHCP Dynamic Host Configuration Protocol
DSL Digital Subscriber Line

IP Internet Protocol

IPsec Internet Protocol Security

M2M Machine to Machine

NSCL Network Service Capability Layer
(O] Open Systems Interconnection.

PPP Pointto-Point Protocol.

PTM Packet Transfer Mode.

REM Remote Entity Management

RG Residential Gateway

RPC Remote Procedure Call

SCL Service Capability Layer

SSID Service Set Identifier

TR Technical Report

URI Uniform Resource Identifig#]

URL Uniform Resource Locatg4]

XREM X (Device or Gateway) Remote Entity Management
ZDO ZigBee Device Object
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3 Technical Reportimpact

3.1 Energy Efficiency
TR-181Issue2 Amendment has no impact on Energy Efficiency.

3.2 IPv6
TR-181Issue2 Amendment defines IPv6 extensionsto the Device:2 data model

3.3 Security
TR-181Issue2 Amendment has no impact on Security.

3.4 Privacy
TR-181Issue2 Amendment has no impact oRrivacy

Y Introduced in Issue 2 Amendment 2
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4  Architecture

4.1 |Interface Layers

This Technical Repontnodelsnetworkinterfaces an@rotocollayers as independent data
objects, generally referred to as interface objgutnterfacek Interface objects can be stacked,
one on top of the other, using path references in order to dynamically define the relationships
between interface

The interface object and interface stack are concepts inspired by RF(52863

Within the Device:2 data model, interface objects are arbitrarily restrictifitotions that
operateat orbelow thelP network layef(i.e. layers 1 through 3 of the OSI mofidl). However,
vendorspecific interfae object MAY be definedwhich fall outside thigestrictedscope.

Figure5 lists the interface objects defined in the Device:2 data model. The indicated OSI layer is
nortnormative; it serves as a guide onlystratingat what levein the stack an interface object

is expected to appediowever, a CPE need not supporueseall interfaceswhich means that

the figure does not refleall possible stacking combinations and restrictions. For exampée
CPEstackmight excludeDSL Bonding while another CPE stack migimicludeDSL Bonding

but excludeBridging, while still anothemightincludeVLANTerminationunderPPR or
VLANTermination under IP with no PPP, or even Ethetnek under IP with no

VLANTermination and no PPP

NOTET Throughout thisSTechnical Reportobject names are often abbreviated in order to improve
readability. For exampl&)evice.Ethernet.VLANTermination.{is thefull name of a Device:2 objediut
might casuallybereferredio asEthernet.VLANTerminatiofi} or VLANTermination.{ijor
VLANTerminationjust so long as the abbreviation is unambigy@uith respect to similarly named
objectsdefined elsewhere within the data mgdel
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OSlI Layers:
3 IP.Interface
24+ PPP.Interface
2+ Ethernet.VLANTermination
2 Ethernet.Link
2-

ATM. PTM. WiFi.
2= | Link | Link 351D
' [}

@

= S8 sl gl glale] sl

onding £ € g 8 & ;ﬂg 5 é &

1+ Group g, £ E % g |5 £ 5 ;g
DSL. 2121 21=21213512151 =
ch I Q £ @ g 3 £ & < 2 WiFi.
anne =3 2 a o o G] £ =) ) Radio

o = = = o N

x
1 DSL.Line

Figure 57 OSI Layers and Interface Objects *

4.2 Interface objects

An interface object is a type of network interface or protocol layer. Each type of interface is
modeled bya Device:2 data mod&ble, with a row per interface instaneeg. P.Interface.{i}

for IP Interfaces)

Each interface object contaia core set of parameters and objects, which serves as the template
for defining interface objects within the data model. Interface objects can also contain other

parameters and stdbjectsspecific to the type of interface.

% Note that, because new minor versions of the Device:2 data model can be defined witlilishéng this

document, the fige is not necessarily wp-date.
% The Bridge.{i}.Port.{i} object models botimanagemerupwards facingBridge Ports andon-management
(downwards facingBridge Ports, where each instance is configured as one or the other. Management Bridge Ports

are sacked aboveornrmanagemenBridge Ports.
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The core set of parameters consists of:

1 Enable The administrative state of the interface (i.e. boolean indicatiagled
or disabledl

1 Status Theoperational statef the interfacdi.e. Up, Down, Unknown,
Dormant, NoPresent, LowerLayerDown, Error)

1 Alias An alternate name used to identify the interface, whielsssgned an
initial valueby the CPBbut canlater bechosen by the ACS

1 Name The textual name used to identify the interface, which is chosen by
CPE

! LastChange Theaccumulatedimein seconds sincte interface entered its current
operational state

1 LowerLayers A list of pathreferences tinterface objects that are stacked
immediately belowhe interface

Also, acore set obtatisticsparameterss contained within a Stats swudbject The definition of
these parameters MAY be customized for each interface Tyygecoreset ofparametersvithin
the Statsub-objectconsists of:

1 BytesSent The total number of bytdsansmitted out ofhe interface,
including framing characters.

1 BytesReceived The total number of bytes received on the interface,
including framing characters.

1 PacketsSent The total number of packets transmitted out of the
interface.

PacketsReceived The total number of packets receivedtbe interface.
ErrorsSent The total number of outbound packets that could not b
transmitted because of errors.

1 ErrorsReceived The total number of inbound packets that contained er
preventing them from being deliver® a highetayer
protocol

1 UnicastPacketsSent The total number of packets requested for transmissio

which were not addressed to a multicast or broadcast
addresat this layerincluding those that were discardec
or not sent.

! UnicastPacketsReceived The total number of received patkedelivered by this
layer to a higher layewhich were not addressed to a
multicast or broadcast addresghis layer

1 DiscardPacketsSent The total number of outbound packets which were cho
to be discarded even though no errors had been detec
to prevent their being transmitted.
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9 DiscardPacketsReceived The total number of inbound packets which were chos
to be discarded even though no errors had been detec
to prevent their being delivede

1 MulticastPacketsSent The total number of packetisathigherlayer protocols
requested for transmissi@amdwhich were addressed to
multicast addresat this layeyincluding those that were
discarded or not sent.

1 MulticastPacketsReceived The total number of received packedslivered by this
layer to ahigher layerwhich were addressed to a
multicast addresat this layer

! BroadcastPacketsSent  The total number of packetisat highetlevel protocols
requested for transmissiamdwhich were addressed to
broadcast address this layerincluding thosehat were
discarded or not sent.

! BroadcastPacketsReceive The total number of received packedslivered by this
layer to a higher layewhich were addressed to a
broadcast address this layer

1 UnknownProtoPackets The total number of packeteceived via the interface,
Received which were discarded because of an unknown or
unsupported protocol.

NOTET TheCPE MUST reset aimterface's Stats parametéusless otherwise stated in individual
object or parameter descriptions) either when the intelfacemes operationally down due to a previous
administrative down (i.e. the interface's Status parameter transitiargoienstateafter the intefrace is
disabled) or when the interface becomes administratively up (i.e. the interface's Enable parameter
transitions fronfalseto true). Administrative and operationatatus is discussed ire&ion4.2.2

4.2.1 Lower Layers

Each interface object can be stacked on top of zero or more other interface aljettMUST
be specified usipits LowerLayers parameter. By having each interface object, in turn, reference
the interface objects in its lower layer, a logical hierarchy of all interface relationships is built up.

The LowerLayers parameter is a comsggarated list gbath referenes to interface objects
Each item in the list represents an interface object that is stacked immediately below the
referencing interfacdf a referencedhterfaceis deleted, the CPE MUST remove the
corresponding item from this list (i.e. items in theMssLayersparametenre strong references).

These relationshigsetween interface objeatsin either be set by management action, in order to
specify new interface configurations, or be-pomfigured within the CPE.

A CPE MUST reject any attempt to detwerlLayers values that would result in an invalid or
unsupported configuratioifhe correspondintault responsdérom the CPEMUST indicate this
usinganinvalid Parameter Valulault code(9007). Seé&ection A.3.2.1TR-069(2] for further
detailson SetParameterValues fault responses
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The lowest layer in a fully configured and operational stagererallythe physical interface
(e.g. DSLLine instance representinglSL physicallink). Within thesephysicalinterface
object the LowerLayers parameter will be an empty listesssomelower layer vender
specific interface objects are defined and pres¢igher layer mterface objects MAY operate
withouta physical layer being modeletdowever this is a local matter to thEE

Figure6 illustrates thause ofthe LowerLayers parameteX, B, C, and D represent interface
objects. Interface AOGS LowerlLayers parameter
LowerLayers parameter references inteef®. Interface C and D have no interface references

specified in their LowerLayers parameters. In this way, a fayéred interface stack is
configured. I f the ACS were to delete interfa
LowerLayers parameteo no longer reference interface B (and interface D would be stranded,

no longer referenced by the now deleted interface B).

A

Figure 61 Interface LowerLayers

4.2.2 Administrative and Operational Status

NOTET Many of the requirements outlined in this section wmevedfrom Section 3.1.18RFC 2863
[6].

An interface objectds Enable and $Sdaad us param
operational status of the interface, respectively. Valid values for the Status paaedipr
Down, Unknown, Dormant, NotPresent, LowerLayerDown, and Error.

The CPE MUST deverything possiblen order to follow the operational state transiti@s
described below. In se cases thegsequirementsre defined as SHOULRhis is not an
indication that they areptional Thesetransitionsand the relationship between the Enable
parameter ahthe Status parameter, aegjuired behavior it is simply the timing of how long
these state transitions take that is implementation specific.

Whenthe Enable parameterfalsethe StatuparameteSHOULD normallybe Down (or

NotPresent or Error if there is a fault condition on the interfadete that win the Enable

parameter transitions talse It 1 s possible that Dowmenightt at us g
occur after a small time lag if the CPE needs to first complete certain operations (e.g. finish
transmitting a packet).
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When the Enable paraater is changed tiue, the Status SHOULD do one of the following:

1 Change tdJpif and only ifthe interface isbleto transmit and receive network traffic.

1 Change tdormantif and only ifthe interface is operable, but is waiting for external
actions lefore itcantransmit and receive network traffic.

1 Change td_.owerLayerDowrif and only if the interface is prevented from entering the
Up state because one or more of the interfaces beneath it is down.

1 Remain in theérror stateif there is @ error or otlerfault condition detected on the
interface

1 Remain in théNotPresenstateif the interface has missing (typically hardware)
components.

1 Change tdJnknownif the staé of the interface cannot be determined for some reason.

TheDormantstate indicates Ht the interface ieperable, but it is waiting for external events to
occur before it catransmit/receive traffic. When such ev@atcur, and the interface is then
able to transmit/receive traffithe Status SHOULD change to ttp state. Notehat oth the

Up andDormantstates are considered healthy states.

The Down, NotPresentLowerLayerDownandError states all indicate that the interface is

down. TheNotPresenstate indicates that the interface is down specifically because of a missing
(typically hardware)component. ThéowerLayerDowrstate indicates that the interface is

stacked on top of one or more other interfaces, and that this interface is down specifically
because one or more of these Iovesfer interfaces is down.

TheError state indcates thathe interface is down becauagerror or othefault condition was
detected on the interface

4.2.3 Stacking and Operational Status
NOTET The requirements outlined in this section weeevedfrom Section 3.1.1/RFC 28636].

When an interface object is stacked on top of lelager interfaces (i.e. is not a bottommost
layer in the stack), then:

1 The interface SHOULD b¥p if it is ableto transmit/receive traffic due to one or more
interfaces lower dowm the stack bein@yp, irrespective of whether other interfaces
below it are in a notJp state (i.e. the interface is functioning in conjunction with at least
some of its lowetayered interfaces).

1 The interface MAY beJp or Dormantif one or more interfees lower down in the stack
areDormantand all other interfaces below it are in a Admstate.

1 The interface is expected to bewerLayerDowrwhile all interfaces lower down in the
stack are eithddown, NotPresentLowerLayerDownor Error.

4.2.4 Vendor-spedfic Interface Objects

Vendorspecific interface objects MAY be defined and used. If such objects are specified by
vendors, they MUST be precededXy<VENDOR>_and follow the syntax for vendor
extensionsisedfor parameter namgasdefined inSection 3.3TR-106[3]).
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Figure7 illustrates a stacked vendspecific interface object beirgypasedby the ACS where

there igust one object below the vendspecific object

IP.Interface.1

'

X _00256D_AB.
Interface.1

|

Ethernet.Link.1

IP.Interface.1

=== - -

Ethernet.Link.1

Figure 77 Ignoring a Vendor-specific Interface Object in the Stack

Figure8illustrates a stacked vendspecific interface object beirgypassedby the ACS where

there are multiple objects below the vendpecific object

Bridging.Bridge.1
.Port.1

[ManagementPort=true]

v

Bridging.Bridge.1
.Port.1

[ManagementPort=true]

L)
A}

X_00256D_AB. > A
Bridge.1 [
1 \

N v <
Bridging.Bridge.1 | | Bridging.Bridge.1 Bridging.Bridge.1 | | Bridging.Bridge.1
.Port.2 .Port.3 .Port.1 .Port.2
[ManagementPort=false] | |[ManagementPort=false] [ManagementPort=false]| [[ManagementPort=false]

Figure 81 Ignoring a Vendor-specific Interface Object inthe Stack(multiple sub-objects)

4.3

InterfaceStack Table

Although the interface stack can be traversed via LowerLayers parameters (as described in
Section4.2.1Lower Layery, an alternse mechanism is provided to aid in visualizing the overall
stacking relationships and to quickly access objects within the stack.

The InterfaceStack table is a Device:2 data model object, ndyeglge.InterfaceStack.{iff his
is a reaebnly table whoseawsareautcgenerated by the CPE based on the current relationships
i n Loaverlfages e

that are
parameter . Each
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(referencedy its HigherLayer parameter) and a lovieyer interface object (referenced by its
LowerLayer parameter. hi s means t hat an HigherLayerfamdc e St ac k t
LowerLayer parametemsill always both be nomull.

NOTET As a consequence, interfamstances that have been stranded will not be represented within the
InterfaceStack tabfelt is also likely that multiple, disjoint groups of stacked interface obyeitits

coexist within the table (for example, each IP interface will be the roadisfant group; unused
ifragmentso, e.g. a secondary DSL channel with a
above, wi | | i nger i f they remain interconnected;
present when an interface tas being set up).

A CPE MUSTautonomouslhadd or remove rows in the InterfaceStack table in response to the
following circumstances:

T An interfac
interface (
requesk

T An interfacebs LowerlLayers parameter was u
interface (i.e. a il duetkadSetPasamétezVialnegreqlestt ed t o

1 Aninterface was deleted thiaad referenced, or been referenced by, one other interface

eds LowerlLayers parameter was u
[ e oveddroniitheistackuto & SetPérametargaluese m

(i .e. a Alinko i s Hetom Delete®hjectvegugst f r om t he s
1 Aninterface was deleted that had referenced, or been referenced by, multiple interfaces
(i . e. mul t bemdremoviet fromkhe siackaduest®eleteObject requgst

Once the CPE issues the SetParameterValuesResponse or the DeleteObjectResponse, all
autonomous InterfaceStack table changes associated with the corresponding request (as
described in the precedj paragraph) MUST be available for subsequent commands to operate
on, regardless of whether or not these changes have been applied by the CPEDG2RTR
Sections A.3.2.1 and A.3.2.7 for background on these RPC methods)

As anexample Tablel lists an InterfaceStack table configuratioraginedfor afictitious,

simple routerEach row in this table corresponds to a row in the InterfaceStack Talele.
specifiedobjects andnstance numbers areamufactured for the sake of this example; real world
configurations will likely differ.

Table 117 Simple Router Example (InterfaceStack table)

Rowl/Instance | Higher Layer Interface Lower Layer Interface
1 IP.Interface.1 PPPRInterfaece 1

2 PPP.Interface.1 Ethernet.Link.1

3 Ethernet.Link.1 ATM.Link.1

4 ATM.Link.1 DSL.Channel.1

5 DSL.Channel.1 DSL.Line.1

6 IP.Interface.2 Ethernet.Link.2

* An interface instance is considerstdandedvhen it has no lower layer references to or from other interface
instancesStrandednterface instancesill be omitted from the InterfaceStack table until such tim¢hey are
stackedabove or below another interface instgndéa aLowerlLayers parameteeference.
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Rowl/Instance | Higher Layer Interface Lower Layer Interface
7 Ethernet.Link.2 ATM.Link.2

8 ATM.Link.2 DSL.Channel.1

9 IP.Interface.3 Ethernet.Link.3

10 Ethernet.Link.3 Bridging.Bridge.1.Port.1
11 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Port.2
12 Bridging.Bridge.1.Port.2 Ethernet.Interface.1

13 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Port.3
14 Bridging.Bridge.1.Port.3 Ethernet.Interface.2

15 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Port.4
16 Bridging.Bridge.1.Port.4 WiFi.SSID.1

17 WiFi.SSID.1 WiFi.Radio.1

By looking atthe rows from thexamplelnterfaceStack table as a whohe can visualize the

overall stack configuratiorkigure9 shows how this information can be pictured. Interface
instances are represented by colored boxes, while InterfaceStack instances are represented by
numbered circles.

router Interface Object
layer _\ XXX
/ @ InterfaceStack
entry

L3 IP.Interface.1 IP.Interface.2 IP.Interface.3

@y
L2+ [|PPP.Interface.1

o Gl ©)

Ethernet.Link.1 Ethernet.Link.2 Ethernet.Link.3

(104

Bridging.Bridge.1.Port.1

[ManagementPort=true]

L2 @ —— @ ——— @

Bridging.Bridge.1 Bridging.Bridge.1 Bridging.Bridge.1
.Port.2 .Port.3 .Port.4
[ManagementPort=false] [ManagementPort=false] [ManagementPort=false]

\ @, a2y @), all

ATM.Link.1 ATM.Link.2 WiFi.SSID.1

T~ @]

Ethernet.Interface.1| |Ethernet.Interface.2
[Upstream=false] [Upstream=false]

DSL.Channel.1

L1 (5)y

DSL.Line.1
[Upstream=true]

WiFi.Radio.1
[Upstream=false]

WAN LAN LAN LAN

Figure 91 Simple Router Example(Interfaces Visualized)
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Finally, Table2 completes taexample by listing each interface instance and its corresponding
LowerLayers parameter value.

Table 21 Simple Router Example (Interface LowerLayers)

Interface LowerLayers value
IP.Interface.1 PPP.Interface.1
IP.Interface.2 Ethernet.Link.2
IP.Interface.3 Ethernet.Link.3
PPP.Interface.1 Ethernet.Link.1
Ethernet.Link.1 ATM.Link.1
Ethernet.Link.2 ATM.Link.2
Ethernet.Link.3 Bridging.Bridge.1.Port.1

Bridging.Bridge.1.Port.1 | Bridging.Bridge.1.Port.2, Bridging.Bridge.1.Port.3, Bridging.Bridge.1.Por
Bridging.Bridge.1.Port.2 | Ethernet.Interface.l

Bridging.Bridge.1.Port.3 | Ethernet.Interface.2
Bridging.Bridge.1.Port.4 | WiFi.SSID.1

ATM.Link.1 DSL.Channel.1
ATM .Link.2 DSL.Channel.1
DSL.Channel.1 DSL.Line.1
DSL.Line.1

Ethernet.Interface.1

Ethernet.Interface.2
WiFi.SSID.1 WiFi.Radio.1
WiFi.Radio.1
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5 Parameter Definitions

The normative definition of the Device:2 data model is split between several Daides
documents (see FRO6[3] Annex A)and is published dtttp://www.broadband
forum.org/cwmpFor a giverrevisionof the data model, the correspondirig-181 Issue 2
XML document defines the Device:2 model itself and imports additional componenth&om
other XML documents listedcachTR-181Issue 2HTML document is aeportgenerated from
the XML files, andlists a consolidated view of th@evice:2 data modeh humanreadable form
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Annex A: Bridging and Queuing

A.1 Queuing and Bridging Model

Figure10shows the queuing and bridging model for a device. This model relates to the QoS
object as well as the Bridging and Routing objectse &lements of this model are described in
the following sections.

NOTET the queuing model described in this Annex is meant strictly as a model to clarify the
intendedbehaviorof the related data objects. There is no implication intended that an
implementation has to be structured to conform to this model.

Other Other
Ingress > Egress
Interfaces Interfaces
Default Q
( Queue 1 for connection 1
. g T _= 1]
Ingress Class 2 —p Policer 1 —L>
Q 91 E
= gress
Comection | B | casss . pon 3 | intertacel
E —» Policer2 ———————————— g 2 5 Queue 2 for connection 1 £ | Connection
2 c ]
=, @ =3 @ 2]
= ) =3 @ | —»
& | clsss o -l K- - B BERES S g
=0
= I~ = I}
g 2 ) 3
S D S =
«Q a «Q
. m
o Queue 3 for connection 1
Class N —jp{App protocol E (I—
— handler 1 2 +—» BE /
S
Flow Type 1 Class X e
Flow Type 2 Class Y —pp Policer 1
Default Flow | %2
Other Other
Nonbridgeable [ [ Nonbridgeable
Ingress Egress
Interfaces E— Interfaces

Figure 107 Queuing Model of a Device

A.1.1 Packet Classification

The Classification table within the QoS object specifies the assignment of each padket a

an ingress interface to a specific internal class. This classification can be based on a number of
matching criteria, such as destination and source IP address, destination and source port, and
protocol.

Each entry in the Classification talfeludes a series of parameters, each indicated to be a
Classification Criterion. Each classification criterion can be set to a specified value, or can be set
to a value that indicates that criterion is not to be used. A packet is defined to match the
classification criteria for that table entry only if the packet matalies the specified criteria.

That is, a logical AND operation is applied across all classification criteria within a given
Classification table entry.
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NOTET to apply a logical OR tsets of classification criteria, multiple entries in the
Classification table can be created that specify the same resulting queuing behavior.

For each cl assification criterion, the Cl assi
flag. Thisflag can be used to invert the sense of the associated classification criterion. That is, if
this flag isfalsefor a given criterion, the classifier is to include only packets that meet the

specified criterion (as well as all others). If this flagrisefor a given criterion, the classifier is

to include all packets except those that meet the associated criterion (in addition to meeting all
other criteria).

For a given entry in the Classification table, the classification is to apply only to tHadeter
specified by the Interface parameter. This parameter can specify a particular ingress interface or
all sources. Depending on the particular interface, not all classification criteria will be

applicable. For example, Ethernet layer classificatidaré would not apply to packets

arriving on a norbridged ATM VC.

Packet classification is modeled to include all ingress packets regardless of whether they
ultimately will be bridged or routed through the device.

A.1.1.1 Classification Order

The class assigned a given packet corresponds to the first entry in the Classification table
(given the specified order of the entries in the table) whose matching criteria match the packet.
If there is no entry that matches the packet, the packet is assigned tolactksfau

Classification rules are sensitive to the order in which they are applied because certain traffic
might meet the criteria of more than one Classification table entry. The Order parameter is
responsible for identifying the order in which the Glfisation entries are to be applied.

The following rules apply to the use and setting of the Order parameter:

- Order goes in order from 1 to n, where n is equal to the number of entries in the
Classification table. 1 is the highest precedence, and owhst. For example, if entries
with Order of 4 and 7 both have rules that match some particular traffic, the traffic will be
classified according to the entry with the 4.

The CPE is responsible for ensuring that all Order values are unique and sequential.

o If an entryis added (number of entries becomes n+1), and the value specified for
Order is greater than n+1, then the CPE will set Order to n+1.

o If an entry is added (number of entries becomes n+1), and the value specified for
Order is less than n+1, thédme CPE will create the entry with that specified value,
and increment the Order value of all existing entries with Order equal to or greater
than the specified value.

o If an entry is deleted, the CPE will decrement the Order value of all remaining entries
with Order greater than the value of the deleted entry.

o If the Order value of an entry is changed, then the value will also be changed for other
entries greater than or equal to the lower of the old and new values, and less than the
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larger of the old andew values. If the new value is less than the old, then these other
entries will all have Order incremented. If the new value is greater than the old, then
the other entries will have Order decremented and the changed entry will be given a
value of <new vlue>1. For example, an entry is changed from 8 to 5. The existing 5
goes to 6, 6 to 7, and 7 to 8. If the entry goes from 5 to 8, then 6 goes to 5, 7 to 6, and
the changed entry is 7. This is consistent with the behavior that would occur if the
change wez considered to be an Add of a new entry with the new value, followed by

a Delete of the entry with the old value.

A.1.1.2 Dynamic Application Specific Classification

In some situations, traffic to be classified cannot be identified by a static set of claesificati
criteria. Instead, identification of traffic flows might require explicit application awareness. The
model accommodates such situations via the App and Flow tables in the QoS object.

Each entry in the App table is associated with an applicapesfic protocol handler, identified

by the Protocolldentifier, which contains a URN. For a particular CPE, the AvailableAppList
parameter indicates which protocol handlers that CPE is capable of supporting, if any. A list of
standard protocol handlers ameir associated URNSs is specified3ectionA.3, though a CPE

can also support vendgpecific protocol handlers as well. Multiple App table entries can refer
to the same Protocolldentifier.

The role of the ptocol handler is to identify and classify flows based on application awareness.
For example, a SIP protocol handler might identify acatitrol flow, an audio flow, and a

video flow. The App and Flow tables are used to specify the classificatioonmeissociated

with each such flow.

For each App table entry there can be one or more associated Flow table entries. Each flow table
entry identifies a type of flow associated with the protocol handler. The Type parameter is used
to identify the speciti type of flow associated with each entry. For example, a Flow table entry

for a SIP protocol handler might refer only to the audio flows associated with that protocol
handler. A list of standard flow type values is giveséctionA.3, though a CPE can also

support vendespecific flow types.

A protocol handler can be defined as being fed from the output of a Classification table entry.
That is, a Classification entry can be used to single out controt ttafbe passed to the protocol
handler, which then subsequently identifies associated flows. Doing so allows more than one
instance of a protocol handler associated with distinct traffic. For example, one could define two
App table entries associatedtwSIP protocol handlers. If the classifier distinguished control
traffic to feed into each handler based on the destination IP address of the SIP server, this could
be used to separately classify traffic for different SIP service providers. In thisaake

instance of the protocol handler would identify only those flows associated with a given service.
Note that the Classification table entry that
of the flows; only the traffic needed by the protolcahdler to determine the flo&sypically

only the control traffic.
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A.1.1.3 Classification Outcome

Each Classification entry specifies a tuple composed of either:
1 A TrafficClass and (optionally) a Policer, or

1 An App table entry

Each entry also specifies:
1 OutgoingDiffServ and Ethernet priority marking behavior

1 A ForwardingPolicy tag that can be referenced in the Routing table to affect packet
routing (note that the ForwardingPolicy tag affects only routed traffic)

Note that the information associated with the dfesdion outcome is modeled as being carried
along with each packet as it flows through the system.

If a packet does not match any Classification table entry, the DefaultTrafficClass,
DefaultPolicer, default markings, and default ForwardingPolicy aré. use

If a TrafficClass/Policer tuple is specified, classification is complete. If, however, an App is
specified, the packet is passed to the protocol handler specified by the Protocolldentifier in the
specified App table entry for additional classificat{seeSectionA.1.1.2). If any of the

identified flows match the Type specified in any Flow table entry corresponding to the given
App table entry (this correspondence is indicated by the App identifier)pdedied tuple and
markings for that Flow table entry is used for packets in that flow. Other flows associated with
the application, but not explicitly identified, use the default tuple and markings specified for
that App table entry.

A.1.2 Policing

The Policettable defines the policing parameters for ingress packets identified by either a
Classification table entry (or the default classification) or a dynamic flow identified by a protocol
handler identified in the App table.

Each Policer table entry specifid® packet handling characteristics, including the rate
requirements and behavior when these requirements are exceeded.

A.1.3 Queuing and Scheduling

The Queue table specifies the number and types of queues, queue parameters, shaping behavior,
and scheduling atrithm to use. Each Queue table entry specifies the TrafficClasses with which

it is associated, and a set of egress interfaces for which a queue with the corresponding
characteristics needs to exist.

NOTET If the CPE can determine that among the intedaapecified for a queue to exist,
packets classified into that queue cannot egress to a subset of those interfaces (from
knowledge of the current routing and bridging configuration), the CPE can choose not to
instantiate the queue on those interfaces.

NOTE i Packets classified into a queue that exit through an interface for which the queue is not
specified to exist, will instead use the default quebieigavior The default queue itself
will exist on all egress interfaces.
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The model defined here is noténded to restrict where the queuing is implemented in an actual
implementation. In particular, it is up to the particular implementation to determine at what
protocol layer it is most appropriate to implement the queuing behavior (IP layer, Ethernet MAC
layer, ATM layer, etc.). In some cases, however, the QoS configuration would restrict the choice
of layer where queueing can be implemented. For example, if a queue is specified to carry
traffic that is bridged, then it could not be implemented as day# queue.

NOTET care needs to be taken to avoid having multiple priority queues multiplexed onto a
single connection that is rate shaped. In such cases, the possibility exists that high
priority traffic can be held back due to rate limits of the all@onnection exceeded by
lower priority traffic. Where possible, each priority queue will be shaped independently
using the shaping parameters in the Queue and Shaping table.

The scheduling parameters defined in the Queue table apply to the firgiflesdelt might be a

more general scheduling hierarchy. This specification does not specify the rules that an
implementation needs to apply to determine the most appropriate scheduling hierarchy given the
scheduling parameters defined in the Queue table.

As an example, take a situation where the output of four distinct queues is to be multiplexed into
a single connection, and two entries share one set of scheduling parameters while the other two
entries share a different set of scheduling parametersisiodgse, it might be appropriate to
implement this as a scheduling hierarchy with the first two queues multiplexed with a scheduler
defined by the first pair, and the second two queues being multiplexed with a scheduler defined
by the second pair. Thever layers of this scheduling hierarchy cannot be directly determined
from the content of the Queue table.

A.1.4 Bridging

NOTET from the point of view of a bridge, packets arriving into the bridge from the local router
(eitherupstream or downstregrare treate as ingress packets, even though the same
packets, which just left the router, are treated as egress from the point of view of the
router. For example, a Filter table entry might admit packets on ingress to the bridge
from a particular IP interface, wiianeans that it admits packets on their way out of the
router over this layer 3 coeation.

For each interface, the output of the classifier is modeled to feed a set of §&20tB02.1Q

[9] layer 2 bridges as specified by the Bridging object. Each bridge specifies layer 2
connectivity between one or more layed@vnstreanand/orupstreaninterfaces, and optionally
one or more layer 3 connections to the locatea

Each bridge corresponds to a single entry in the Bridge table of the Bridging object. The Bridge
table contains the following sttables:
1 Port table: models the Bridge ports, which are either management ports (modeling layer
3 connections to the ¢al router) or normanagement ports (modeling connections to
layer 2 interfaces). Bridge ports are stackable interface objects (see 8&dtion

1 VLAN table: models the Bridge VLANS (relevant only to 802.1Qdg#as).
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1 VLANPort table : for each VLAN, defines the ports that comprise its member set
(relevant only to 802.1Q bridges).

A.1.4.1 Filtering

Traffic from a given interface (or set of interfaces) can be selectively admitted to a given Bridge,
rather than bridging atraffic from that interface. Each entry in the Filter table includes a series
of classification criteria. Each classification criterion can be set to a specified value, or can be
set to a value that indicates that criterion is not to be used. A paddritted to the Bridge

only if the packet matchesl of the specified criteria. That is, a logical AND operation is

applied across all classification criteria within a given Filter table entry.

NOTET to apply a logical OR to sets of classificatiortemia, multiple entries in the Filter table
can be created that refer to the same interfaces and the same Bridge table entry.

NOTET a consequence of the above rule is that, if a packet does not match the criteria of any of
the enabled Filter table entrjghen it will not be admitted to any bridges, i.e. it will be
dropped. As a specific example of this, if none of the enabled Filter table entries
reference a given interface, then all packets arriving on that interface will be dropped.

Foreachclassdiat i on criterion, the Filter table al sao
This flag can be used to invert the sense of the associated classification criterion. That is, if this

flag isfalsefor a given criterion, the Bridge will admit only packéhat meet the specified

criterion (as well as all other criteria). If this flagiise for a given criterion, the Bridge will

admit all packets except those that meet the associated criterion (in addition to meeting all other
criteria).

Note that beaase the classification criteria are based on layer 2 packet information, if the
selected port for a given Filter table entry is a layer 3 connection from the local router, the layer
2 classification criteria do not apply.

A.1.4.2 Filter Order

Any packet that mat@s the filter criteria of one or more filters is admitted to the Bridge
associated with the first entry in the Filter table (relative to the specified Order).

The following rules apply to the use and setting of the Order parameter:
- The Order goes in ord&nom 1 to n, where n is equal to the number of filters. 1 is the highest
precedence, and n the lowest.

The CPE is responsible for ensuring that all Order values among filters are unique and
sequential.

o If afilter is added (number of filters becomes n+ljd the value specified for Order
is greater than n+1, then the CPE will set Order to n+1.

o If afilter is added (number of entries becomes n+1, and the value specified for Order
is less than n+1, then the CPE will create the entry with that specifiez aaid
increment the Order value of all existing filters with Order equal to or greater than the
specified value.
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o If afilter is deleted, the CPE will decrement the Order value of all remaining filters
with Order greater than the value of the deleted entry

o If the Order value of a filter is changed, then the value will also be changed for other
filters greater than or equal to the lower of the old and new values, and less than the
larger of the old and new values. If the new value is less than the oldhé&senother
entries will all have Order incremented. If the new value is greater than the old, then
the other entries will have Order decremented and the changed entry will be given a
value of <new valuexi. For example, an entry is changed from 8 toHe @xisting 5
goes to 6, 6 to 7, and 7 to 8. If the entry goes from 5 to 8, then 6 goes to 5, 7 to 6, and
the changed entry is 7. This is consistent with the behavior that would occur if the
change were considered to be an Add of a new filter with thevakig, followed by
a Delete of the filter with the old value.

A.2 Default Layer 2/3 QoS Mapping

Table3presents a fAdefaulto mapping between | ayer
guideline for automatic markgnof DSCP (layer 3) based upon Ethernet Priority (layer 2) and the

ot her way around. Pl ease refer to the QoS ClI
EthernetPriorityMark parameters (and related parameters) for configuration of a default

automatic DSCP / Etheet Priority mapping.

Automatic marking of DSCP or Ethernet Priority is likely only in the following cases:
1 WAN A LAN:to map DSCP (layer 3) to Ethernet Priority (layer 2)

1 LAN A WAN: to map Ethernet Priority (layer 2) to DSCP (layer 3)

Automatic markingn the LANA LAN case is unlikely, since LAN QoS is likely to be
supported only at layer 2, and LAN DSCP values, if used, will probably be a direct
representation of Ethernet Priority, e.g. Ethernet Priority shifted left by three bits.

In the table, grayegand bolded items are added to allow-tmey mapping between layer 2 and
layer 3 QoS (where the mapping is ambiguous, the grayed values SHOULD be ignored and the
bolded values SHOULD be used). If, when mapping from layer 3 to layer 2 QoS, the DSCP
valueis not present in the table, the mapping SHOULD be based only on the first three bits of
the DSCP value, i.e. on DSCP & 111000.

Table 31 Default Layer 2/3 QoS Mapping

Layer 2 Layer 3
Ethernet Priority Designation DSCP Per Hop Behavior
001 (1) BK
010 (2) spare
000000 (0x00) Default
000 (0) BE 000000 (0x00) CS0
001110 (0x0e) AF13
001100 (0x0c) AF12
011 (3) EE 001010 (0x0a) AF11
001000 (0x08) CS1
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010110 (0x16) AF23
010100 (0x14) AF22
100 (4) cL 010010 (0x12) AF21
010000 (0x10) cs2
011110 (Ox1e) AF33
011100 (0xLc) AF32
10165 Vi 011010 (0x1a) AF31
011000 (0x18) cs3
100110 (0x26) AF43
100100 (0x24) AF42
100010 (0x22) AF41
100000 (0x20) Ccs4
101110 (Ox2e) EF
110 (6) Vo 101000 (0x28) Ccs5
110000 (0x30) Ccs6
1@ NC 111000 (0x38) cs7

A.3 URN Definitions for App and Flow Tables

A.3.1 App Protocolldentifier

Table4dl i sts the URNs defined for the QoS App tab
standard or vendespecific URNs can be defined following the standard syntax for forming
URNSs.

Table 471 Protocolldentifer URNs

URN Description

urn:dslforum-org:sip Session Initiation Protocol (SIP) as defined by RFC 3261 [12]
urn:dslforum-org:h.323 ITU-T Recommendation H.323

urn:dslforum-org:h.248 ITU-T Recommendation H.248 (MEGACO)

urn:dslforum-org:mgcp Media Gateway Control Protocol (MGCP) as defined by RFC 3435 [13]
urn:dslforum-org:pppoe Bridged sessions of PPPoE

A.3.2 Flow Type

A syntax for forming URNs for the QoS Flow ta
Description Protocol (SDP) as defined by RFC 4H68. Additional standard or vendor
specific URNs can be defined following the standard syntax for forming URNS.

A URN to specify an SDP flow is formed as follows:
urn:dslforum - org:sdp -[MediaType] - [Transport]

[ Medi aType] <corr es ffieldodfs tthoe tfhned fAfmeedlida 6o fs uadbn SDP sessi on

[ Transport] corresphbinglsdtof thlee Aimanksiperd cosudn SDP sec:
Nonal phanumeric characters in either field are removed

For example,he following would be valid URNs referring to SDP flows:

urn:dslforum - org:sdp -audio - rtpavp
urn:dslforum - org:sdp -video - rtpavp
urn:dslforum - org:sdp - data - udp
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For flow type URNSs following this convention, there is no defined use for TypeParameters,
which SHOUW.D be left empty.

For the Protocolldentifier urn:dslforwarg:pppoe, a single flow type is defined referring to the

entire PPPOE session. The URL for this flow type is:
urn:dslforum - org:pppoe

A.3.3 Flow TypeParameters
For the flow type urn:dslforurorg:pppoeTable5 specifies the defined TypeParameter values.

Table 51 Flow TypeParameters values for flow type urn:dslforumorg:pppoe
Name Description of Value

ServiceName The PPPOE service name.

If specified, only bridged PPPoE sessions designated for the named service
would be considered part of this flow.

If this parameter is not specified, or is empty, bridged PPPoE associated with
any service considered part of this flow.

ACName The PPPOE access concentrator name.

If specified, only bridged PPPOE sessions designated for the named access
concentrator would be considered part of this flow.

If this parameter is not specified, or is empty, bridged PPPoE associated with
any access concentrator considered part of this flow.

PPPDomain The domain part of the PPP username.

If specified, only bridged PPPoE sessions in which the domain portion of the
PPP username matches this value are considered part of this flow.

If this parameter is not specified, or is empty, all bridged PPPoE sessions are
considered part of this flow.
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Annex B: Tunneling

Consider a device that provides a tunnel endp@woime packets will need to be-emneled and
then will leave the device in the tunnel. Otpackets will arrive at thdevice in the tunnel and
will need to be deunneled. This is illustrated fhigurell, in whichgreenindicates application
traffic and red indicates a tunnel (carryigigenapplication traffic).

Decision whether to Decision whether to de-tunnel
en-tunnel upstream packet (tunneled) downstream packet

! incapsuianon WAN

|

Decision on egress interface
for outgoing packet

LAN IP interface WAN I[P Interface

LAN

Figure 117 Tunneling Overview

The Figure highlights two decisions:
1 Whether or not tentunnel an upstream packet, ortd@nel a downstream packet.
1 To which egress interface to send an outgoing packet.

This second decision is just a norrf@warding decion. By introducing notionalunneland
TunneledP interfacs, the Device:2 data model is able to present the first decision as also being
aforwarding decision This imposes no restrictions on the device implementation; it is just how
theentunnel / é-tunnel decision is modeled.

1 A TunnellP interface is airtual interface that is:
o0 The tunnel entry point for netunneled traffic that is to bentunneled.
0 The tunnel exit point for tunneled traffic that is to betuleneled.

1 A TunneledP interface $ always paired with Aunnelinterface It exists only so it can
be referenced in forwarding and filter rules:
o Traffic that has just been tunneled will proceed fromTihenelinterface to the
correspondin@unnelednterface.
o Traffic that is about to bde-tunneled will proceed from thBunnelednterface to
the correspondingunnelinterface.
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1 Traffic arriving on aTunnelor Tunnelednterface is classified, marked, policed, bridged,
routed and queued in the same way as traffic arriving on any otedaad.

Therefore, the decision &ntunnela packet is &orwarding decisionio send a packet to a
Tunnelinterface and the decision to gennel a packet is a forwarding decision to send a packet
to aTunnelednterface Figurel2 extendgrigurellby labeling thelfunnel/ Tunneled

interfaces, thereby showing where these tleowarding decisios are made.

(Tunnel, Tunneled) IP interface pair

Decision whether to Decision whether to de-tunnel
en-tunnel upstream packet (tunneled) downstream packet
(IPvxForwarding) (IPvxForwarding)

=~ ° = incapsuiatlon

—
-

WAN
LAN

|

Decision on egress interface
for outgoing packet
LAN IP interface  (IPvxForwarding) WAN IP Interface

Figure 127 Tunneling Overview (ShowingForwarding Decisions)

It is important to understand that the tunnel is modeled byTimeng]Tunneledl interface pair,
and not solely (despite its name) by Thennelinterface. On many devices, this pair will
correspond to a single IP interface at the OS level. The reaso fdistimction at the data
model level is to allow tunneled and rtamneled traffic to be distinguish&udforwarding and
filter rules

Figure1l3 andFigure14 showupstreamand dowistreamexamplea of how the (Tunne|Tunneledl
interfaces areused to describe the traffic path throdgbdevice for both untunneled and
tunneled packets.
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Tunnel Encapsulation / Encryption W!

T >
N T e e R 70 o et T

uoljeayisse|d
J83no

Layer2Bridging

Figure 137 Sample Flow of Upstream Tunneled Traffic throughthe Device

Tunnel De-encapsulation / Decryption

A
N
IP Intf PPP Intf

~:
[emmt K1 K e K / <1

193noy

uopeoyysse|

Layer2Bridging

Figure 141 Sample Flow of Downstream Tunneled Traffic throughthe Device

The(Tunne|Tunneledl mechanism is used wherever a tunnel is modeled within the Device:2
data model. There are currently three such cases, each with a table that moniefig)ited
tunnels:

1 IPverd Appendix VI) Device.IPv6rd.InterfaceSettirtgble.

1 DS-Lite (Appendix VII:) Device.DSLite.InterfaceSettingble.

1 IPsec Appendix X)) DevicelPsec.Tunnefable.
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Appendix I: Example RG Queuing Architecture (from
TR-059)

The queuing and scheduling discipline envisioned upstream for the RG is shielgargil 5.

There are multiple access sessions supported in tdelphowever, all traffic is classified and
scheduled in a monolithic system. So, while it might appear at first that the Diffserv queuing and
scheduling might apply only to {&ware accessin fact all access, IP, Ethernet, or PPP is
managed by the sansystem that adheres to the Diffserv model.

For example, at the bottom of the figure, BE treatment is given to thtPremare access
sessions (PPPoE started behind the RG or delivered to an L2TP tunnel delivery model). This
gueue might be repeated sead times in order to support fairness among multiple PPPoE
accesses or it can be a monolithic queue with separate rate limiters applied to the various
access sessions.

The PTA access is a single block of queues. This is done because NSP accdlysippisa
with a single default route to the NSP, and managing more than one simultaneously at the RG
would be perilous. The x rate | imiter would I

Rate limiters are also shown within the EF and AF service classes because the definition of those
Diffserv types is based on treating the traffic diffelemthen it falls into various rates.

Finally, at the top of the diagram is the ASP access block of queues. In phase 1A, these queues
are provisioned and provide aggregate treatment of traffic mapped to them. In phase 1B, it will
become possible to aga AF queues to applications to give them specific treatment instead of
aggregate treatment. The EF service class can also require a high degree of coordination among
the applications that make use of it so that its maximum value is not exceeded.

Notabk in this architecture is that all the outputs of the EF, AF, and BE queues are sent to a
scheduler$) that pulls traffic from them in a strict priority fashion. In this configuration EF
traffic is, obviously, given highest precedence and BE is givelotest. The AF service

classes fall irbetween.

Note that there is significant interest in being able to provide a service arrangement that would
allow general Internet access to have priority over other (bulk rate) seh&esh an

arrangement wodlbe accomplished by assigning the bulk rate service class to BE and by
assigning the default service class (Internet access) as AF with little or no committed information
rate.

Given this arrangement, the precedence of traffic shown in the figurengedras:
1. EF7 red dotted line

*This fibulk rateo service class would typicatbdeer be used
applications as an alternative to o them entirely.
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2. AF T blue dashed line (with various precedence among AF classes as described in RFC
2597[10])

3. BET black solid line

as per RFC 2598

....QQQQ.QQQQQ.QQQQQ..

as per RFC 2597

.‘00.0’....”00000.......

AR LA R N AN A NN J

Figure 157 Queuing and Scheduling kample for RG

In Figurel5the following abbreviations apply:
ASPT1 Application Service Provider
PTAT PPP Terminated Aggregation
PPPi Pointto-Point Protocol
EFi Expedited Forwarding as defined in RFC 32461]
AF 1 Assured Forwarding as defined in RFC 25910]
BE i Best Effort forwarding
RL T Rate Limiter
x R [ Summing Rate Limiter (limits multiple flows)
ST Scheduler
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Appendix II: Use ofBridging Objects for VLAN Tagging

In the case of an Ethernagpstreaninterface or a VDSL2ipstreaninterface based on PTM

EFM, 802.1Q Tagging can be used to tag egress trafiis.choice enables a muWiLAN
architecture in order to deploy a medervice configuration (high speed Internet, VolP, Video
Phone, IPTV, etc.), where one VLAN or a group of VLANSs are associated with each service. If
802.1Q tagging on thaepstreamnterface is used, it is necessary to have a way to associate
incomingupstreanB802.1Q tagged or untagged traffic or internally generated traffic (PPPOE,
IPOE connections) to the egress (and-wieesa). The solution is to apply coherent bridging

rules.

Regardhg different traffic bridging rules, the possible cases are characterized as follows:
1 Tagged LAN to tagged WAN traffic (pure VLAN bridging), with VLAN ID translation
as a special case
1 Untagged LAN to tagged WAN traffic
1 Internally generated to tagged WARNffic

To better understand the different cases, reféigore16 and to the following examples.

VLANID = x gro— \Bh#10 vianp=x | VOIP i
@orereernennennnesneafhunns Bridge # 1 jresseeseeanenc- Mrmerafiensaanesnesarnreeesarneas > :
R —————| Pnone
_ SEEEEEEEEEEEEEEEEEEE .: Eh#z\“ _ E""“"""“"E
VLANID = z F i \ / VLANID =y i Video
Y S Y= [o[oCE- % ——— I Nt e s renssreasmsnsanns S H
...................... H mone
VLANID = k E.. ............... .: \Eh#3"n No VLANID
@orereeseennennnesneafhunns B’|dge # 3; ..................... S vmeral ensamnnneeeenanmnenreeannns » STB
VLANID = e e
ST .. 2VLAN Termination # 1:
{ PPPOE

Figure 1617 Examples of VLAN configuration based on Bridging and VLAN Termination
objects
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1.1 Tagged LAN to Tagged WAN Traffic (VLAN Bridging)

Ethernet port 1 (instance Device.Ethernet.Interface.2) might be dedicated to VoIP service,
receiving VLAN ID x tagged traffic from a VolP phone, and this port would be included in the
same bridge dedicated to Volergice on theupstreaninterface (instance
Device.Ethernet.Interface.1), identified with the same VLAN ID x.

To achieve this, an interfadmsed bridge would be created using the Bridging object. A Bridge
table entry would be created with entries for Etle¢ port 1 and thepstreaminterface and for
the VLAN ID x associated with VolP.

The Bridging model is depicted Figurel7, while the configuration rules for this situation are
summarized iMable6.

WAN LAN 1
Figure 171 Bridge 1 model

Table 61 Tagged LAN to tagged WAN onfiguration
Description Bridging TR -069 Configuration
[Define VLANX]

Bridge between WAN and LAN Device.Bidging.Bridge.1.VLAN.1 =
interfaces with VLANID= Name VLANX

VLANID X
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[Define Ingress Port31 Create an entry for thegpstreananddownstream
port]:

Device.Bridging. Bridge.1.Port.2 -

PVID X
Name Port2
AcceptableFrameTypes AdmitOnlyVLANTagged

Device.Bridging. Bride.1.Port.3 -

PVID X
Name Port3
AcceptableFrameTypes AdmitOnlyVLANTagged

[Associate Egress Por2to VLANKX - Create an entry for thgpstreamand
downstreanport]

Device.Bridging.Bridge.1.VLANPort.1 -

VLAN VLANX
Port Port2
Untagged false

Device.Bridging.Bridge.1.VLANPort.2 -

VLAN VLANX
Port Port3
Untagged false
1.2 Tagged LAN to Tagged WAN Traffic (Special Case with VLAN ID

Translation)

Ethernet port 2 (instance Device.Ethernet.Interface.3) might be dedicated to Video Phone
service, recging VLAN ID y tagged traffic from a Video phone, and this port would be
included in the same bridge dedicated to Video Phone service opdtieamnterface (instance
Device.Ethernet.Interface.1), identified by a different VLAN ID (VLAN ID z). In ttése a
VLAN translation needs to be performed.

To achieve this, a bridge would be created using the Bridging object. A Bridge table entry would
be created along with two associated Filter object entries for {Ethernet port 2/VLAN ID z} and
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{upstreamnterface/VLAN ID y}. The Filter identifies the ingress interfeaed causethe
ingress frame® bebridged to the egress VLAN, permitting VLAND translation.

The Bridging model is depicted Figurel8, while the configuration tas for this situation are

summarized imable?.

WAN

Figure 1871 Bridge 2 model

LAN 2

Table 71 Tagged LAN to tagged WAN onfiguration (VLAN ID translation)

Description

Bridging TR -069 Configuration

Tagged LAN 2 to tagged WAN
traffic (and vice versa) (special
case with VLAN ID translation)
upstreanVVLAN -ID=z
downstreanVLAN -ID=y

Define VLANy and VLANZ]

Device.Bridging.Bridge.2.VLAN.1

Name VLANy
VLANID y
Device.Bridging.Bridge.2/LAN.2

Name VLANz
VLANID z
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[Define Ingress PortP Create an entry farpstreanport]:

Device.Bridging.Bridge.2.Port.2

PVID z
Name Port2
AcceptableFrameTypes AdmitOnlyVLANTagged

[Define Ingress PortB Create an entry for thdownstreanport]:

Device.Bridging.Bridge.2.Port.3

PVID y
Name Port3
AcceptableFrameTypes AdmitOnlyVLANTagged

[Associate Egress Port2 to VLANZLreate an entry faupstreanport]

Device.Bridging.Bridge.2.VLANPort.1

VLAN VLANz

Port Port2

Untagged false
[Associate Egress Port3 to VLANyCreate an entry for eacltownstream
port]

Device.Bridging.Bridge.2.VLANPort.2 -

VLAN VLANy

Port Port3

Untagged false

[Define filter onupstreamingress from Port 2 is associated with VLANY]

Device.Bridging.Filer.1.

Bridge

VLANy

Interface

Port2

[Define filter ondownstreamingress from Port

3 is associated with VLAN

Device.Bridging.Filter.2.

Bridge

VLANz

Interface

Port3
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1.3 Untagged LAN to Tagged WAN Traffic

Ethernet port 3 (instance Device.Ethet. Interface.4) might be dedicated to IPTV service,
receiving untagged traffic from a STB, and this port would be included in the same bridge
dedicated to IPTV service on thpstreaminterface (instance Device.Ethernet.Interface.1),
identified with theVLAN ID k.

To achieve this, an interfadmsed bridge would be created using the Bridging object. A Bridge
table entry would be created, associating in the same bridge untagged frames on Ethernet port 3
with tagged frames on th@streamnterface.

TheBridging model is depicted iRigure19, while the configuration rules for this situation are
summarized iMable8.

WAN LAN 3
Figure 1971 Bridge 3 model

Table 87 Untagged LAN to tagged WAN onfiguration

Description Bridging TR -069 Configuration
[Define VLANK]
Device.Bridging.Bridge.3.VLAN.1
Untagged LAN 3 to tagged WAN| Name VLANK
(VLAN -ID=K) traffic
VLANID k
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[Define Ingress PortR Create an entry faupstreanport]:

Device.Bridging.Bridge.3.Port.2

PVID k

Name Port2
AcceptableFrameTypes AdmitOnlyVLANTagged

[Define Ingress PortB Create an entry for thdownstreanport]:

Device.Bridging.Bridge.3.Port.3

Name

Port3

AcceptableFrameTypes

AdmitAll

[Associate Egress Port2 to VLANICreate an entry farpstreanport]

Device.Bridging.Bridge.3.VLANPort.1

VLAN VLANK
Port Port2
Untagged false
[Associate Egress Port3 to VLANICreate an entry for eactownstream
port]
Device.Bridging.Bidge.3.VLANPort.2 -
VLAN VLANK
Port Port3
Untagged true
1.4 Internally Generated to Tagged WAN Traffic

A CPE PPPoE internal session (instance Device.PPP.Interface.1l) might be dedicated to
Management service and this logical interface wemidapsulatele-encapsulatéts outgoing or
incoming traffic in the VLAN ID j,dedicated to Management service.

To achieve thisinstead of using bridging object, a VLAN Termination interface would be
created (Device.Ethernet.VLANTermination.1). The Bridging masldepicted irFigure 20,
while the configuration rules for this situation are summariz&chbie.
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device

WAN
Figure 207 VLAN Termination model

Table 91 Internally generated to tagged WAN onfiguration
Description VLAN Termination TR -069 Configuration
[DefineVLAN Terminationon top of Ethernet Link]

Device.Ethernet.VLANTermination.1

VLANID j
LowerLayers Ethernet.Link.1

1.5 Other Issues

The previousu | es can be applied to allow all combi n:

are modified, the Bridging configuration might need to be modified accordingly.

It can be interesting to detail the configuration of three special cases:
1 More than oe downstreamnterface in a bridge

1 802.1D (re)marking
1 More than one VLAN ID tag for the sandewnstreaninterface
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1.5.1 More than one DownstreamInterface in a Bridge

Referring to the example Bectionll.1, Tagged LAN to taged WAN traffic (VLAN bridging),
consider adding other Ethernet interfaces (e.g. Ethernet ports 3 and 4 = instance Device.
Ethernet.Interface.3/4) to the Video Phone service.bEmavioris the same as for the existing
Ethernet port 2 (instance Device.Ethet.Interface.2).

To achieve this, new entries need to be added for interfac® &td Eth4. The Bridging model
is depicted irFigure21, while the configuration rules for this situation are summarizddbie

6 andTablel0.

WAN LAN 1 LAN 2 LAN 3
Figure 2171 Bridge 1 model
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Table 107 Configuration to be added toTable 6
Description Bridging TR -069 Cafiguration
[Define Ingress Portd i Create an entry for the othéownstreanports]:

Device.Bridging. Brigie.1.Port.4 -

PVID X
Name Port4
AcceptableFrameTypes AdmitOnlyVLANTagged

Device.Bridging. Bridge.1.Port.5 -

PVID X
Name Port5
Gl piptpe S se LAY AcceptableFrameTypes AdmitOnlyVLANTagged

2/LAN 3 interfaces with
VLANID= x

[Associate Egress Porflto VLANX - Create an entry for thelownstream

(Configuration to be added to ports]

Table6)

Device.Bridging.Bridge.1.VLANPort.3 -

VLAN VLANX
Port Port4
Untagged false

Device.Bridging.Bridge.1.VLANPort.4 -

VLAN VLANX
Port Port5
Untagged false

11.5.2 802.1D (Re)marking

The 802.1Q Tag includes the 802.1D user priority bits fieldth&Iprevious cases can also be
extended to mark (or nmark) this 802.1D field. To achieve this, there are different
configuration options, one of them is to use the DefaultUserPriority or PriorityRegeneration
fields in the Bridge Pombject. For untaggefitames, more complex rules can be defined
referring to the QoS Classification, using the PriorityTagging value. The Bridging configuration
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rules for marking egress traffic on thpstreamnterface are summarized Trable11. Conpare

it with Table6.

Table 117 802.1D (re)marking

Description

Bridging TR -069 Configuration

802.1D (re)marking

Remark all WAN egress traffic |[In case of ingress untagged frames, for more complex classification, Qo

Mark the ingress frames with Default user Priority, irstbased]

Device.Bridging. Bridge.1. Port.2.

DefaultUserPriority 0

[Remark each ingress priority value (0,1,2,3,4,5,6,7) with the priority
regeneration string, in this ca&®0,0,0,4,4,4,4)

Device.Bridging. Bridge.1. Port.2.

PriorityRegeneration 00,004,444

object are referred. In this case remark With

Device.Bridging. Bridge.1. Port.2.

PriorityTagging true

Device.QoS. Classification. {i}.
EthernetPriorityMek 0

11.5.3 More than one VLAN ID Tag Admitted on the SameDownstream

Interface

Another scenario that can be further detailed is the case of more than one VLAN ID tag admitted
on the saméownstreamnterface. A practical example would be a 2 box scenaith,a User
Device generating traffic segregated in multiple VLANSs (e.g. a router offering services to the
customer), and Residential Gatewaprovidingupstreantonnectivity to the Access Network,
with the connection between the two pieces of equipm&ng an Ethernet interface.

In this case, we assume the User Device is able to tag the different traffic flows, segregating the

di fferent

the samalownstreaninterface, o be able to receive different VLAN ID and correctly forward or
translate to thepstreamnterface (and vice versa). To achieve this, appropriate Bridging objects

need to be configured.
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Figure 221 Example of VLAN configuration in a 2 box scenario

Referring toFigure22 as an example, assume

the case of three VLANs (VLAN ID=x,y,2)

offered by a User Device to tiresidential Gatewagn the samedownstreamnterface (Eth#l).
TheResidential Gatewalyridges two of them (VLAN ID=x,y) and translates the other one

(VLAN ID=z) to theupstreamnterface (VLAN I

D=k).

On theResidential Gatewayhis can be achieved using a combination of the Bridging objects

detailed in the preceding sections, with 3 brid

peies and their related entries. RefeFigure

23for the Bridging model and'able12 for the global configuration.

Bridging.Bridge.1.Port.1
[ManagementPort=true]

Bridging.Bridge.1
.Port.2

[ManagementPort=false]

WAN

Bridging.Bridge.1
.Port.3

[ManagementPort=false]

LAN 1

Figure 2371 Bridge 1,2,3model
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Table 127 More than one VLAN ID tag admitted on the sameDownstreaminterface

Description

Bridging TR -069 Configuration

More than one VLAN ID tag

admitted on the sandownstream

Ethernet.Interface.2

The configuration is the sum of Sectidh& andlIl.2, but on thedownstream
side the lower layer to be configured for each Bridge Port is always:

Device.Bridging. Bridge.1. Port.3.

LowerLayers

Ethernet.Inerface.2

Device.Bridging. Bridge.2. Port.3.

interface
LowerLayers Ethernet.Interface.2
Device.Bridging. Bridge.3. Port.3.
LowerLayers Ethernet.Interface.2
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Appendix Ill:  Wi-Fi Theory of Operation

This section discusses the theory of operations for various techemfognd within the
Device:2 data model.

1.1 Multi -radio and Multi -band Wi-Fi Radio Devices

The Wi Fi.Radio object description says AThi s
device. If the device can establish more than one connection simultaneogislydeal radio
device), a separate WiFi.Radio instamétkbe used for each physical

The following sections clarify when multiple WiFi.Radio instances are needed, and the impact
on their underlying parameters in the case of aralfio and/or multband devices.

1.2 Definitions

Each physical radio allows the transmission and reception of data on a siAgieNdnnel at a

given time. A singlaadio device is able to transmit/receive a packet at a given time only on one
Wi-Fi channelSimilarly, a dualradio device is able to simultaneously transmit/receive data on
two Wi-Fi channels. In general, a device with N radios is able to simultaneously transmit/receive
data on N WAFi channels.

An important point is that Wi can operate atvo different frequency bands, 2.4 GHz and 5
GHz, as follows:
1 Wi-Fi technologies based on IEEE 802.11b/g standard operate on the 2.4 GHz frequency
band.
1 Wi-Fi technologies based on IEEE 802.11a standard operate on the 5 GHz frequency
band.
1 Wi-Fi technologes based on IEEE 802.11n standard operate on both the 2.4 and 5 GHz
frequency bands.

Radios that operate at a single frequency band (e.g. 2.4 GHz only 802.11b/g devices) are called
singleband radios. Radios that can operate at both 2.4 and 5 GHz fregdpaents (e.g.
802.11a/b/g devices) are called dbahd radios.

A duatband device can be a singkadio device if it can be configured to operate at 2.4 or 5 GHz
frequency bands. However, only a single frequency band is used to transmit/receive iat a give
time. In such a case the device has a single physical radio that-isathalal

Also, a dualradio singleband device can exist (although uncommon) if both radios are single
band.

November2013 © The Broadband ForurAll rights reserved 600f 124



Device Data Model for TR69 TR-181Issue2 Amendment 7

1.3 Number of Instances of WiFi.Radio Object

Given the definitions above, apsgate WiFi.Radio instance will be used for each physical radio
of the device, i.e. one instance for a siAgldio device, two instances for duadio devices, and
so on. A single WiFi.Radio instance will therefore be used for alwhrad singleradio device.

Each WiFi.Radio instance is configured separately and is, in general, completely independent of
other instances.

1.4 SupportedFrequencyBands and OperatingFrequencyBand

The frequency band used by a WiFi device is an important parameter. With firstigeisevh

WiFi technologies, the specific frequency band was linked to the IEEE standard in use (i.e.
802.11b/g are 2.4 GHz standards, while 802.11a is a 5 GHz standard). With the introduction of
the IEEE 802.11n standard, which can work both at 2.4 andz @0 specific parameters are
used to indicate the supported frequency bands and the operating frequency band.

SupportedFrequencyBands is a-listued parameter, containing one item for sifgged radios
(either 2.4GHz or 5GHz) and two items for dbaind radios (both 2.4GHz and 5GHz).

The OperatingFrequencyBand parameter specifies which frequency band is currently being used
by a dualband radio (i.e. set to one of the two items listed in the SupportedFrequencyBands
parameter). For singleand radig, OperatingFrequencyBand always has the same value as
SupportedFrequencyBands (since only one frequency band is supported).

1.5 Behavior of Dualband Radioswhen OperatingFrequencyband
Changed

When the configured operating frequency band of a-baatl radids changed (i.e. the value of
the OperatingFrequencyBand parameter is modified), this has an impact on other parameters
within the WiFi.Radio object.

The Channel parameter has to be changed, since channels for the 2.4 GHz frequency band are in
the rangel-14, while channels for the 5 GHz frequency band are in the rany)e33@t least in

the USA and Europe). The expected behavior is that, upon modifying the
OperatingFrequencyBand parameter, the device automatically selects a new channel that is valid
for the new frequency band (according to some vesgdecific selection procedure).

Persistence of the Channel parameter value for the previous frequency band is not required. For
example, if OperatingFrequencyBand is later changed bdsklitz, a new validvalue for the

Channel parameter is automatically selected by the device, but this value need not be the same as
was selected the last time OperatingFrequencyBand was=sHn

Other parameters whose values can be impacted when the OperatingFrequeicbizBges,

include: ExtensionChannel, PossibleChannels, SupportedStandards, OperatingStandards,
IEEE80211hSupported, and IEEE80211hEnabled. If the current value is no longer valid, the
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device will automatically select a valid new value according to someéowspecific procedure,
and the old value need not persist.

1.6 SupportedStandards and OperatingStandards

The SupportedStandards parameter is a list of all IEEE 802.11 physical layer modes supported
by the devices. WFi is in general backward compatible,&@2.11g devices are also 802.11b
devices, 802.11n devices are also 802.11b/g devices (if operating at 2.4 GHz), and 802.11n
devices are also 802.11a devices (if operating at 5 GHz).

For dualband radios, the OperatingFrequencyBand parameter is usedtfdrisgvthe operating
frequency band. For this reason SupportedStandards only includes those values corresponding to
operation in the frequency band indicated by the OperatingFrequencyBand parameter. For
example, for duaband 802.11a/b/g/n devices, Sugpd6tandards can lbe g, nwhen
OperatingFrequencyBand2s4GHzanda, nwhen OperatingFrequencyBanbiGHz

The OperatingStandards parameter is used to limit operation to a subset of physical modes
supported. For example, a 802.11b/g/n radio will Hawg nvalue for the SupportedStandards
parameter, but can be configured to operate only with 802.11n by setting the OperatingStandards
parameter ta.

1.7 Different Types of WiFi Errors

This section first describes the different WiFi data units and tleedayhere they apply.

The MAC Service Data Unit (MSDU) is the service data unit that is received from the logical
link control (LLC) sublayer which lies above the medium access control (MAC)aydr in the
protocol stack.

The MAC protocol data unit (MDU) is a message exchanged between MAC entities in a
communication system. @ WiWHH counteraareeceuatsaf ef er t o
MPDUSs.

The Physical Layer Convergence ProcedeledP) protocol data unit (PPDLtorresponds with
the bits that are &agally transmitted across the physical layer.

The MSDU is the frame that interfaces to higher layshsle the MPDU is the frame that is
actually transmitted through the wireless mediergluding thephysical layer overhead. The
MPDU is the MSDU plus MA& layer overhead (header, FCS, etc.). PR®Uis the MPDU
plus physical layer overhead (preamble, PHY header, etc.).

The number of errored MPDUs is the number of MPDUs without corresponding ACKs. In most
cases, the number of MSDUs is the same as the euohiMPDUs. However, if fragmentation is
enabled, then one MSDU can become multiple MPDUSs, and there is one ACK per MPDU, hence
multiple ACKs for one MSDU.
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With frame aggregation i802.11n, multiple \DUs become oneggregatedViPDU (A-

MPDU). There is usally one block ACK for eacA-MPDU, and only the errored MPDU(s) can
be retransmitted selectively. In this case the WiFi coumtgrsount the original MPDUs and
not the AMPDUSs.

To avoid confusion that may be caused by fragmentation or frame aggragati i Wi Fi f r a me
packets are all considered here to be MPDUs and WiFi counters refer to MPDUS.

Figure24 explains the process of the MSDU/MPDU flow structure through the MAC layer of
the WiFi receiver.

LLC/SNAP 1T
g Replaydetection (Optional) MSDU
] MSDU Integrity validation (Optional
§ Defragmentation, R@assembly
o
o Decryption H
g Filtering duplicate frames, fragments|| MPDU
o MAC header and CRC validat{@h

PLCP validatiqi)
PPDU

Figure 241 WiFi functions within layers

PLCPErrorCount: This error occurs at point (1)igure24, and is the first error type thean
be counted. The PLCPErrorCount is the number of errors in the PLCP headers ofitied rece
MPDUs, which is the number of frames for which the parity check of the PLCP header failed.

There are two errors that happen at point (2) of the wireless reception:

FCSErrorCount: This error occurs at point (2figure24. After the MPDU passes the PLCP
header check, it is passed onto MAC layer validation. The FCSErrorCount is the number of
frames for which the Frame Check Sequence (FCS) at the end of the MAC frame was in error.

InvalidMACCount: This error also occurs at pofR) in Figure24. The MAC header of the
MPDU has a field called O6Protocol Versiond. C
but 0, or the frame type is not data/nedntrol/

After verifying that the frame was received without errors, the WiFi receiver will then check if
the frame was designated for its own use or not (still MAC layer).

PacketsOtherReceived: This counter is used to catch those MPDUs that are notddalitbss

radio. This can be assessed by checking i f th
containsa MAC address that is associated withthia d i o , i f not t hen O6Pack:
incremented.
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After this step, the AP can also discard lcrgte frames or fragments among the frames
addressed to it, to simplify high#vel processing.

The ErrorsReceived count is the sum of the PLCPErrorCount plus the FCSErrorCount plus the
InvalidMACCount.

November2013 © The Broadband ForurAll rights reserved 640f 124



Device Data Model for TR69 TR-181Issue2 Amendment 7

Appendix IV:  Use Cases

This section presents a number of mamagnirelated use cases thadrrespond to typical ACS
activities

V.1 Create a WAN Connection

The ACScancreate the objects in the infiéce stack bottorup. Each time a new highdayer
object is created, the link with the underlying interface object niedoks setThe layer 1
interface, in this case@SL.Channebnd DSL.Lineobject, will already exisfACS cannot
create physical interfaces)

1. The ACSuses AddObject to create a new ATM.Link object, a Bt¢werret.Link object,
a newPPP.Interface objecand a newP.Interface object.

2. ThelLowerLayers parameter emexistingDSL.Channel object is already linkeddn
existingDSL.Line objec{ ACS cannot configure thidinkage.

3. The ACS uses SetParameterValues to configure the new objects inaadbigg the
objeds and using the LowerLayepsrameters as follows:

a. Setting the LowerLayers parameter in &IBM.Link object to link it to an
existingDSL.Channel objedhat is configured with ATM encapsulation (i.e. the
readonly LinkEncapsulationUsed parareein the DSL.Channel object is set to
one of the ATM-related enumeration values)

b. Setting the LowerLayers parameter in Btbernet.Link objecto link it to the
ATM.Link object.

c. Setting the LowerLayers parametePRP.Inteface object to link it to the
Ethernet.Link object.

d. Setting the LowerLayers parametedfinteface object to link it to the
PPP.Interface object.

4. The CPE updas thelnterfaceStack table automaticallijhe stack looks like this:
IP.Interface”A PPP.Interfacé, Ethernet.LinkA ATM.Link A DSL.Channelp
DSL.Line

5. Note that the AC$nightalso want to update otheglated objects, including the NAT
object, theRouting.Router object, or vario3oSandBridging tablesVLANs might
also need to be created.

V.2 Modify a WAN Connection

In this u® case the ACS needs to modify an existing WAN connection, in order to insert a new
layer in the stack or to change some portion of the interface 3taiskis not the management
WAN connectionFor the purposes of this example, the ACS is changing thE db&nection
in use caséV.1 to make use dPTM rather than ATMbased aggregation.

1. The ACS use#addObiject to create a new PTM.Link object.

2. The ACS uses SetParameterValues to configure the shjsdtidingenabling thenew

PTM.Link object andisingthe LowerLayers parametas follows:
a. Setting the LowerLayers parameter in the PTM.Link object to link it to an
existing DSL.Channel objethat is configured with PTM encapsulation (i.e. the
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readonly LinkEncapsulationUsed parameie the DSL.Channel object is set to
one of the PTMrelated enumeration values)
b. Setting the LowerLayers parameter in the Ethernet.Link otpaetferto the
PTM.Link object rather than the ATM.Link object.
c. Settingthe LowerLayers parameter in the |Reliface object to refer to the
Ethernet.Link objectather than the PPP.Interface object
3. The CPE updates the InterfaceStack table automatically. The stack looks like this:
IP.Interface”A Ethernet.LinkA PTM.Link A DSL.ChanneA DSL.Line.
4. Note that the AC$nightalso want to update other related objects, including the Bridging
table. The ACSnightalso want to delete the existing PPP.Interface and ATM.Link
objects.

V.3 Delete a WAN Connection

Assume that we want to delete the WAN connedcéiiit is configuredh use caséV.1.

The ACS uses DeleteObject to delete the IP.Interface object.

The ACS uses DeleteObject to deleteRRP.Interfacebject.

The ACS uses DeleteObject to deleteEtieernet.Linkobject.

As eachof these objects is deleted, the InterfaceStack is adjusted automatically by the
CPE.

Any strong references to the deleted objects, e Deince.QoXlassification rules, will
automatically be set to empty strings.

PwnE

o

V.4 Discover whether the Device is a Gateay

Many operators want to determine iThetrmparti
Agat ewayo, however, i's rather vague; usual ly
following things:

1. If the device terminates the WAN connection(s).

2. If the device is responsible for providing DHCP addresses to the other devices in the
home.

3. If the device provides functionality such as NAT or routing capabilities.

In order to determine if the device terminates a WAN connection, the rAigist look for an
interface object with a technology that is by definition WAN (such as DSL) or for a technology
that could be a WAN termination technology (such as Ethernet or MoCA).

In order to determine if the device is responsible for providing addresses to other aethees

home, the ACS could check for the existencéhefDHCP Server objectThe existence of the

Host table also indicates that the device is
The existence of the ManageableDevice table within thealyjlementServer object also indicates

that the device serves as the DHCP server for th@@Rmanaged device exchange defined in
TR-069[2Annex G, which is also often an indicati
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In order to degrmine if the device provides functionality such as NAT or a router, the ACS
would check for the existence of an enabled NAT or Routing.Router object.

V.5 Provide Extended Home Networking Topology View

Another use case is to determine the topology of the matveork behind the gatewalyor a

generic understanding of the network, the Host table provides information such as the layer 2 and
layer 3 interfaces via which the Host is connected as well as DHCP lease information for each
connected Host.

If the oper#or is interested in UPnP devices in the home network, the UPnP.Discovery tables
(RootDevice, Device, and Service) provide that informaitioaddition tothe Host table entries
that correspond to a particular UPnP Root Device, Device, or Service. Finhally,
ManageableDevice table provides information about th®d8®managed devices that the CPE
has learned about through the DHCP message exchange define®@@® R Annex G.

V.6 Determine Current Interfaces Configuration

One d the most fundamental ACS tasks is to determine the general picture of the interfaces for a
device so that it can understand which WAN and LAN side connectionslaxist.
InternetGatewayDevice:1 data model, for example, the ACS would use the Getexamets

and/or GetParameterValues RPCs to find the available WANDevice, WANConnectionDevice,
and WAN**Connection instances, with hierarchical containment implying interface ldyers.

the Device:2 data model, it would work this way:

1. The ACS would issue @etParameterValues for the InterfaceStack taliles table
would provide a list of all the Interface connectiofise ACS could use this table to
build up the general picture of the Interfaces that are part of the current configuration.

2. If the ACS is inteested in the specifics of an individual interface, it can then go and issue
GetParameterNames or GetParameterValues for the interfaces of interest.

V.7 Createa WLAN Connection

In this use case the ACS creates a M&WwAN connectionFor the purposes of illusttion, in
this example the ACS will create a new SSID object to link to an existing (adew SSID
object implies a different SSID value thidnose used bgxisting WiFi connections). The layer 1
interface, in this case a WiFi.Radio object, will alneadist (ACScannot create physical
interfaces).
1. The ACS uses AddObject to create a new WiFi.SSID objedtWiFi.AccessPoint
object
2. The ACS uses SetParameterValues to configure thaMi@wSSID object, including
enabling it andsetting the value oftheo wer Layer s parameter to re
WiFi.Radio object.
3. The ACS uses SetParameterValues to add the new WiFi.SSID object to the apsverL
parameter of an existingpn-managemenBridging.Bridge{i}. Port objectas
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appropriateNote:anonmanagementoridge portis indicated wheiits ManagementPort
parameters set to false

4. The ACS uses SetParameterValues to configure the newAbdéissPoint object,
including enabling it and setting the value of its SSIDReference parameter to reference
the WIH.SSID object.

5. The CPE updates the InterfaceStack table automatically.

6. Note that the AC$nightalso want to update other related objects; also, if there were no
appropriate existing bridge port to which to connect the SSID, themAiGi&t need to
create thtobject as well.

V.8 Deletea WLAN Connection

In this use case the ACS deletes the SSID created in usk/case
1. The ACS uses DeleteObiject to delete the WiFi.SSID objttWViFi.AccessPoint object
2. The CPE automatically updattéhe InterfaceStack table.
3. Note that if the radio has no other SSIDs configured, this would operationally disable the
wireless interface.

V.9 Configure a DHCP Client and Server

In this use case, the ACS wants to configure a DHCP server to provide private81BR. I/
addresses to most home network (HN) devices, but to obtain IP addresses from the network for
HN devices that present an option 60 (vendor

The ACME devices are remotely managed, so the ACS will also coafije DHCP clients on
those deviceandthe DHCP server on the gateway.

IV.9.1 DHCP Client Configuration (ACME devices)

The ACME devices are quite simpkeach has a single wired Ethernet pord a single IP
interface

A DHCP Client object is created and canfied as follows:

DHCPv4.Client.1.Enable true

DHCPv4.Client.1.Interface DevicelP.Interface.1
DHCPv4.Client.1.SentOption.1.Enable true

DHCPv4.Client.1.SentOption.1.Tag 60

DHCPv4.Client.1.SentOption.1.Value ARACME Wi dget o (as he

IvV.9.2 DHCP ServerConfiguration (gateway)

The gateway is also relativelyngple. Its downstreamP interface idP.Interface.1.

A DHCP Server object is created and configured as follows:
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DHCPv4.Server.Enable true
DHCPv4.Relay.Enable true
DHCPv4.Relay.Forwarding.1.Eable true
DHCPv4.Relay.Forwarding.1.Interface DevicelP.Interface.1
DHCPv4.Relay.Forwarding.1.VendorClassID A ACME o
DHCPv4.Relay.Forwarding.1.VendorClassIDMode i Pr e f i X 0
DHCPv4.Relay.Forwarding.1.LocallyServed false

DHCPv4.Relay.Forwarding.1.DHCPSentBAddress| 1.2.3.4

DHCPv4.Server.Pool.1.Enable true
DHCPv4.Server.Pool.1.Interface DevicelP.Interface.1
DHCPv4.Server.Pool.1.MinAddress 192.168.1.64
DHCPv4.Server.Pool.1.MaxAddress 192.168.1.254
DHCPv4.Server.Pool.1.ReservedAddresses 192.168.1.128]92.168.1.129
DHCPv4.Server.Pool.1.SubnetMask 255.255.255.0

| f a DHCP request includes an option 60

forwarded to the DHCP server at 1.2.3Ml.other requests are served locally from the pool
192.168.1.64 192.168.1.254 (excluding 192.168.1.128 and 192.168.1.129).

V.10 Reconfigure an Existing Interface

The ACS might want to reconfigure an existing Interface to provide alternate routing
functionality. For the purposes of this illustration, an existing Etheimetface that is
configured for thelownsteamside will be reconfigured am upstreankthernet Interface
replacing an existing DSL Interface.

The current configuration on thgstreanside looks like:
IP.Interface.1A Ethernet.Link.1A ATM.Link.1 A DSL.Channel.JA DSL.Line.1

The current configuration on tli®wnstreanside contains:
1 IP.Interface.2y Ethernet.Link.2A Bridging.Bridge.1.Port.1 (Mnagememtort=true)
1 Bridging.Bridge.1.Port.1 LowerLayeparameter has tweferences:
0 Bridging.Bridge.1.Pdr2
o Bridging.Bridge.1.Port.3
1 Bridging.Bridge.1.Port.2 LowerLayeparameter hasra@ference of Ethernet.Interface.1
1 Bridging.Bridge.1.Port.3 LowerLayeparameter hasr@ference of Ethernet.Interface.2
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The ACS would follow these steps to reconfigureEkigernet.Interface:

1. Determine which Ethernet.Interface is to be reconfigufedthe purpose of this
illustration we will use Ethernet.Interface.l.

2. Use GetParameterValues to retrieve the InterfaceStack.

3. Find thehigherlayerInterface of Ethernet.Interfacl by finding the InterfaceStack entry
that has Ethernet.Interface.l as the LowerLayer. The HigherLayer parameter of the
identified InterfaceStack instance will be the Interface we are interested in, for the
purpose of this illustration we found BridgiBgidge.1.Port.2.

4. Use DeleteObject to remove Bridging.Bridge.1.Poiflis removal will automatically
clean up the InterfaceStack instances that connect Bridging.Bridge.14&ort.1
Bridging.Bridge.1.Port.2 and Bridging.Bridge.1.Poi 2Ethernet.Interface.lAlso, it
will remove Bridging.Bridge.1.Port.2 from the LowerLayers parameter contained within
Bridging.Bridge.1.Port.1.

Find the DSLLine reference within the LowerLayer parameter of the InterfaceStack.

Follow the InterfaceStack up to the Ethernet.Lieterence by looking at the

HigherLayer parameter in the current InterfaceStack instance and then finding the

InterfaceStack instance containing that Interface within the LowerLayer parameter until

the HigherLayer reference is the Ethernet.Link Interf&oe the purpose of this

illustration, we found Ethernet.Link.1.

7. Use SetParameterValues to reconfigure the LowerLayers parameter of Ethernet.Link.1
such that its value is fnDevice. Ethernet. In

8. The CPE updates the IntaceStack table and sets the Upstream parameter to true on the

Ethernet.Interface.l instance automatically.

9. Note that the AC®nightalso want to update other related objects, including the NAT
object, the Routing.Router object, or variég@sSand Bridgingtables. VLANsmight

also need to be created.

oo

After the CWMP Session is completed and the CPE commits the configuratiopstheam
side will look like:
IP.Interface.1A Ethernet.Link.1A Ethernet.Interface.l

V.11 Backup / Restore Using Vendor ConfigurationFiles

In certain troubleshooting scenariod)avice that has its user configuration modified in a

manner that cannot be easily restored by setting individual pararcatdrave theDe vi ceds us e
configuration restored by applying a previous user cordiipn to theDevice. When

performing a backup and restoration of configuration files ACScancorrelate the instance

number of the VendorConfigFile retrieved during backup (Upload RPC) operation with the URL

of the restore (Download) operation. Thédwing sequence diagrams depict a backup and

restoration scenario that correlates these attributes of a configuration file.

Figure25 depicts a message sequence scenario where a configurdtamkesl upfrom the
Device to theACS.

November2013 © The Broadband ForurAll rights reserved 700f 124



Device Data Model for TR69

TR-181Issue2 Amendment 7

ACS

Device

Device.SoftwareModules.DeploymentUnit.)

la: GPVResponse() i Store parameters
1b: Create snapshot

- |

For each configuration file x with UseForBackupRestore=true

1: GPV(Device.Devicelnfo.VendorConfigFile., Device.Devicelnfo.

| 2: Upload(FileType: 3 Vendor Configuration File x}———p

>

4 —3: TransferComplete

3a: Update state of snapshot

———

Figure 25 - Device User Configuration Backup

Step 1: Retrieve instancaadvalues of VendorConfigFile and Devicelnfo:

The parameter values of the Devicelnfo and VendorConfigFile provide threnation

necessary to restoreDeevice to a point in time. Minimally the information needed to create a
snapshot includes:

=4 =8 -8_9_9_9_42_24_-49_-2_--°

Device.Devicelnfo.ManufacturerOUI
Device.Devicelnfo.ProductClass
Device.Devicelnfo.SerialNumber
Device.Devicelnfo.HardwareVersion
Device.Devicelnfo.SoftwareVersion
Device.Devicelnfo.VendorConfigFile.{i}. (Entire object)
Device.SoftwareModules.DeploymentUnit.{i}.UUID
Device.SoftwareModules.DeploymentUnit.{i}.Alias
Device.SoftwareModules.DeploymentUnit.{i}.Name
Device.SoftwareModules.p&oymentUnit.{i}.Version
Device.SoftwareModules.DeploymentUnit.{i}.VendorConfigList

November2013 © The Broadband ForurAll rights reserved

71lof124



Device Data Model for TR69 TR-181Issue2 Amendment 7

Note: Only instances of DeploymentUnit with VendorConfigFile instarveis the
UseForBackupRestoparameter settothevaltrlea s it ems 1 n t he i nstance
VendorConfiglist parameter will need to be backagal

This information is necessary as restoring Device configurations with different hardware
versions, software versions or deployment units that existed at the time of the tactegult
in a failed restoration aimpt or a corrupted Device.

Step 1a: The parameters returned byDbeicein the GetParameterValuesRespoassused to
create a f sDedcp.dHeddfimtionoof what is ereeded to create a snapshot and how
a snapshot is administered in an AB8nplementation specific.

Step 2: Backup each configuration file defined by@eeice in the VendorConfigFile table with

the UseForBackupRestore parameter set to the
Type A3 Vendor Coefeégfuixati o nt iFé |l enxtoamwbhe numb
VendorConfigFile table.

Note: An ACScanalso have additional information, outside steppXiscern which
configuration files are necessary to restoiesaice as well as therderin whichthe

configuration filesneed tdbe restoredvheredependencies exist between the configuration files
within the potential snapshot.

Step 3, 3a: Upon completion of the transfer for each file via the Transfer Complete event, the
ACS will update the state of the snapsiThe lifecycle and state management of the snapshot by
an ACS is implementation specific.

At this point a Device snapshot exists that can be used to refdesgce to this point in time.

Figure26 depicts a message sequescenario where a configurationrestored to theDevice
from the ACS
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ACS Device

For each configuration file x

1: Retrieve the URL of the configuration file

¢77J

2: Download (FileType: 3 Vendor Configuration File, URL=1a URL)»*

<4——2a: DownloadResponse (Status,...)
For each configuration file x

3: Download and apply configuration file

44—

¢ 3a: TransferComplete

Figure 26 - Device User Configuration Restore

Step 1: For each user configuration file in the snapshot, retrieve the inforratiba location
of the configuration file.

Step 2, 2a: Download the configuration using
the location of the configuration file. Note: Other elements (e.g., credemtigis)be required

but are outside thscope of this sequence. When downloaded, a VendorConfigFile instance with
the same value for Name or Alias (if supported and presdéhtypdate the corresponding

instance in the VendorConfigFile table amidl not create a new entry within the table.

Step 3, 3a: ThBevice performs the download of each configuration file and responds with a
Transfer Complete event.
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Appendix V:  IPv6 Data Modeling Theory of Operation

The Device:2 data model supports IPvia various IPvéspecific objects and parameters that
aredesigned to be used with other IP version neutral anddpedific objects and parameters.
This Appendix briefly reviews all the relevant objects and parameters, and then presents some
example configurations.

V.1 IPv6 Overview

The IETF published RFC 24606], Internet Protocolersion 6 (IPv6) Specification 1998.

Since then, it has published a variety of RFCs to create a suite of protocols (and extensions to
protocols) for operating, managing, and configuring IPv6 netwanmkisdevices. In addition there

are RFCs that document transition mechanisms (to transition from IPv4 to IPv6) and best current
practices (that describe which RFCs to implement depending on what a device is or needs to do).

The Broadband Forum has publidrseveral Technical Reports describing IPv6 architectures
and device requirements. Specifically,-IR4 Issue 230] includes IPv6 requirements for
Residential Gateways (RGs), TR 7[31] describesnigration to IPv6 in the context of FRO1
[29], and TR187[32] describes an architecture for IPv6 for PPP Broadband Access. Fhe TR
181i2 IPv6 Data Model is intended to ensure thatOBRmanaged2] End Devices, RGs, and
other Network Infrastructure Devices can be managed and configured, consistent with the
requirements listed in these documents.

The basic elements of IPv6 data modeling involve information on IPvitiipa, and enabling
those capabilities on devices and device interfaces (see Sé@&jpronfiguring addresses,
prefixes , and configuration protocols on upstream and downstream interfaces (see 8ektions
andV.5), interacting with other devices on the Local Area Network (LAN) (see Se¢t&)n

and configuring IPv6 routing and forwarding information (see Se&tigh

Configuration protocols include Neighbor Discovery (ND; RFC 4@&]) and DHCPv6 (RFC
3315[18]). Neighbor Discovery includes several messages that are important to configuration,
including Router Solicitation (RS) [sent by devices looking for routers], Router Advertisement
(RA) [sent by routers to other devices on the LAN], Neighbor Solicitation (NS) [used to identify
if any other device on the LAN is using the same IPv6 addresssaddasee if previously
detected devices are still present; the latter is called Neighbor Unreachability Detection (NUD)],
and Neighbor Advertisement (NA) [used to resp
addresses]. These messages are centita tstateless address autoconfiguration (SLAAC)
mechanism described in RFC 48@3]. SLAAC is expected to be the primary means of IPv6
address configuration for devices inside a home network. RFC[2@Péxtended the RA

message to support a Routelnformation option. BEI5[26] extended the RA message to
support sending Recursive DNS Servers (RDNSS) information for DNS configuration.

8 Introduced in Amendment 2
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DHCPV6 can also be used for IPa@dress provisioning, through its IA_NA option. DHCPv6

was extended by RFC 368B9] to provide the IA_PD option for delegating IPv6 prefixes to
routers (that the routers can then use to provide IPv6 addresses to otheratetheelsAN, or

to further subdelegate to other routers inside the LAN). Both IA_NA and IA_PD require the
DHCPV6 server to maintain state for these assignments (since they have lifetimes, can expire,
and require renewal). DHCPvV6 can also supply a vaoiesyateless configuration options,

including recursive DNS server information. RGs can have both DHCPvV6 client and server, and
it may be desirable for some of the stateless options to be passed through from the client to the
server.

Interfaces that sumpt IPv6 will have more than one IPv6 address. IPv6 interfaces are always
required to have a linlocal address (described in RFC 4883]). Other IPv6 addresses may be
acquired through SLAAC, DHCPV6 IA_NA, or they may beistdly configured. Routers may
acquire prefixes (for use with address assignment in the LAN) from DHCPv6 IA_PD, static
configuration, or by generating their own Unique Local Address (ULA) prefixes from-a self
generated ULA Global ID (RFC 41931)).

Because of the various IPv6 addresses that devices can have, maintaining good routing table and
IPv6 forwarding information is critical. Route information can be obtained from received RA
messages (both by noting that the sendnga# is a router, and from the Routelnformation

option) as well as other protocols.

V.2 Data Model Overview

This Theory of Operations focuses on data modeling for the purpose of establishing upstream
and downstream connectivity for T869-enabled?2] devices, and for configuration of IPv6

related parameters. This is not an exhaustive description of data model changes made in support
of IPv6, and only intends to describe the working of elements that are not readily obvious.

The fdlowing tables are key to IPv6 data modeling:

1T IP
o IP.Interface
A IP.Interface.lPv6Address
A IP.Interface.IPv6Prefix
1 PPP.Interface
1 Routing.Router
0 Routing.Router.IPv6Forwarding
0 Routing.Routelnformation.InterfaceSetting
1 NeighborDiscovery.InterfaceSetting
1 RouterAdertisement.InterfaceSetting
0 RouterAdvertisement.InterfaceSetting.Option
1 Hosts.Host
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1 DHCPv6
o DHCPv6.Client
A DHCPv6.Client.Server
A DHCPv6.Client.SentOption
A DHCPv6.Client.ReceivedOption
o DHCPv6.Server
A DHCPv6.Server.Pool
9 DHCPv6.Server.Pool.Client
o DHCPv6.Server.PdcClient.IPv6Address
o DHCPv6.Server.Pool.Client.IPv6Prefix
o DHCPv6.Server.Pool.Client.Option
1 DHCPv6.Server.Pool.Option

Note that the following tables have separate theories of operation, and are not described again
here:
1 [IPvé6rd.InterfaceSetting

1 DSLite.IntefaceSetting

Firewall includes some IPv6 elements that are not described, since it does not interact with tables
other than an association witP.Interface As such, its IPv6 usage is considered straightforward,
and explanation is considered unnecessary.

Similarly, DNS.Client.Serveis not described.

Use of DHCPV6 elements 8iridging.Filter are also not described, as there is no conceptual
difference between how they are used and how DHCPv4 elements are used.

Figure27 showsthe relationship of IPv6 configuration messages to devices and the tables used
to configure the protocol messages and store the responses.
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Figure 271 Relationship of Protocols to Data Model

Figure28 shows internal relationships of parts of the data model involved in IPv6 addresses and
IPv6 prefixes. The following sections describe in greater detail how these various tables are
populated.
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Figure 281 Internal Relationships of IPv6 Addresses and Prefixes

V.3 Enabling IPv6

ThelP IPv6Capablgparameter indicates whether the device supports IF&v6Enable
controls enabling IPv6 is on the device. IPv6 can only be enabled on a device with
IPv6Capabletrue IPv6Statusndicates whether IPv6 has been enabled on the device.

Per TR124 Issue 230], the upstream interface can be configured to establish an IPv6
connection either over PPP (PPPoA or PPPOE) or directly over EthBatletmechanisms
require ariP.Interfaceinstance witHPv6Enableset totrue. When using PPP,RPP.Interface
instance must hau®v6CPEnableset totrue (which can only occur iPPP.SupportedNCPs
includesIPv6CPIn its list of Network Control Protocol®NCPS)).

Enabling IPv6 on specific downstream or upstream interfaces requiréB.th&grfaceinstances
havelPv6Enableset totrue.
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V.4 Configuring Upstream IP Interfaces

An upstream IP Interface is#P.Interfacethat is associated with aspstream=truephysical
interface, via thénterfaceStackEveryUpstream=truephysical interface that will be used to
support routed IPv6 traffic will have an upstream IP Interface for each distinct upstream IPv6
connection that is established over that physical mxtetf

Upstream IPv6 connections can be established on an upstream IP Interface either through
internal logic (for wellknown addresses and the lildcal address), static configuration, or
dynamically through received Router Advertisement (RA) messadedGPV6 client

behaviors. Received RA and DHCPv6 messages can contain configuration information for more
than just establishing the upstream IP interface. The data model allows for the storage of
additional configuration information sent by one of thes¢goals.

V.4.1 Configuration Messages Sent Out the Upstream IP Interface

Thedevice can be configured to seRduter Solicitation and DHCPV6 client messages out an
upstream IP interface.

1 A device that is configured to send Router Solicitation messages opstieam IP
interface will have &NeighborDiscovery.InterfaceSettingstance whosinterfaceis the
related upstrean®.Interface and withRSEnable=true

1 A device that is configured to send DHCPV6 client requests out an upstream IP interface
will have aDHCPV6.Clientinstance whostnterfaceis the related upstrealR.Interface
and withEnable=true RequestAddressexicates whether IA_NA is to be requested,
RequestPrefixeadicates whether IA_PD is to be requested, RadquestedOptions
identifies whichother options are to be requestBtHCPv6.Client.Server
DHCPV6.Client.SentOptigrandDHCPV6.Client.ReceivedOpti@re populated as
appropriate, as described in the data model.

Vv.4.2 |Pv6 Prefixes

IP.Interface.lPv6Prefixnstances on upstream IP interfacesumed to store all prefixes received

in RA messages on the interface (w@hgin of RouterAdvertisemepntprefixes delegated by
DHCPv6 IA_PD (withOrigin of PrefixDelegatiof), statically configured IPv6 prefixes (but only
the ones that are intended tosusdivided for use on downstream interfaces with sent RA
messages or DHCPvV6 server functions), AredlKnownprefixes, as appropriate (such as certain
well-known multicast prefixes, where the device joins the multicast group for that prefix on that
interface).

RouterAdvertisemeiprefixes withAutonomous=truare used to create #Av6Addressnstance

on the interface, and can be used to create routesuting.Router.IPv6Forwarding.
RouterAdvertisemerpirefixes withOnLink=truecan also be used to cteaoutes in
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Routing.Router.IPv6Forwardingprefixes received in a RA Routelnformation option are not
stored with the interface, but rather in an instandeafting.Routelnformation.InterfaceSetting.

PrefixDelegatiormprefixes andstaticprefixes are nadlirectly used on the upstream IP interface.

They are prefixes that are intended to bedubvi ded for wuse on the devi
interfaces, either by the DHCPvV6 server for IA_NA or IA_PD, sent in RA messagesl{ak on

and/or autonomous prefixes), used to selhssign addresses to other interfaces on the device.

Non IA_PD prefixes received in DHCPv6 options are not stored with the upstream IP interface.
Prefixes for static routes are entered directly Réaiting.Router.IPv6Forwardingnd do not

need to also have upstream IP interfé#@e6Prefixentries.

It is often desirable to configure information about delegated prefixes before they have been
delegated (for example, that a particular /64 of that prefix is to be used on the downstream
interfacefor address assignment). In order to allow for the referencing efateixistingbut-

expected delegated prefixes,@ngin=Static IPv6Prefixentry is created of
Type=PrefixDelegationWhen a device receives a delegated prefix, it is expected to fikstdo

such Static entries and populate them with the delegated prefix information, instead of creating a
new IPv6Prefixinstance ofrigin=PrefixDelegation How these references are configured on
downstream interfaces is discussed in SedtiGnl.

Vv.4.3 |Pv6 Addresses

IPV6 link-local addresses on an upstream IP Interface are generally internally generated,
although they can be configured statically, when necessary (when the internal defdodtdink
address fails Duplicate Addie®etection (DAD)). A properly configured upstre#ninterface
instance will have &.Interface.lPv6Addressistance for its lindocal address. This will have
Origin of AutoConfiguredif internally generated per RFC 48B23]) or Static(if statically
configured by some management entity).

IPv6 addresses that are created via stateless address autoconfiguration (SLAAC), as defined in
RFC 4862 (from received RA messages that contain prefix(esAwitnomous=trugcause the
device to create i.Interface.IPv6Addressistance withOrigin of AutoConfiguredIPv6

addresses assigned via DHCPv6 IA_NA cause the device to ci€aletarface.lPv6Address
instance withOrigin of DHCPvG Statically created IPv6 addresses will h@vigin of Static If

any of these addresses are Global Unicast Addresses (GUA), they can be used to originate and
terminate traffic to/from either the downstream or the upstream, independent of which physical
interface they are associated with.

V.5 Configuring Downstream IP Interfaces

A downstream IP Interface islB.Interfacethat is associated with dpstream=falsghysical

interface, via thénterfaceStackAs noted in the definition of tHdpstreamp ar a met er AFor
End DeviceUpstreamwill be trueforal | i nt erfaces. 0 This means tfF

other Network Infrastructure Devices will have downstream IP Interfaces.
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V.5.1 |IPv6 Prefixes

IP.Interface.lPv6Prefixnstances on downstream IP interfaces are used to store all prefixes that
are either o#ink for that downstream IP interface, or can be delegated to or used by routers
connected to that downstream IP interface:li@k prefixes include prefixes that are included in
Router Advertisement (RA) messages for SLAAC (Autonomous prefixes), thatasise

DHCPvV6 address pools, and those used for static addressing by End Devices that connect to that
downstream IP interface.

The device can have a Unique Local Address (Uld8)prefix defined inlP.ULAPrefix In
general, the device will generate its oWhA /48 prefix, although this value could be configured
directly by the user or through TB69[2]. If ULA addressing is to be supported on a
downstream interface, théR.Interface.ULAEnablenust betrue. The ULA /48 prefix can be
associated with angownstream IRnterface,andcan be sugivided to provide ULA prefixes on
multiple downstream IP interfaces (by assigning longer prefixes from the/48 @refix to

these downstream IP interfaces). When the device creates a EfbAgr a downstream
interface, it creates dRv6Prefixinstance withOrigin=AutoConfigured

RGs that are configured to act as routers need to know which prefixes to include in their sent
Router Advertisement (RA) messages and to be used in DHCPV6 peol&rThese prefixes

need to be associated with the downstream IP interface for those
RouterAdvertisement.InterfaceSettangd DHCPV6.Server.Podhstances. These prefixes can be
statically configured on the downstream IP interface, or they can be dig@ipayenerated

from prefixes on an upstream IP interface vattigin of PrefixDelegatioror Statig or they can

be generated from the UL/ prefix (as described in the previous paragraph). Prefixes that are
automatically (by internal code) derivedrmngrefixes on an upstream IP interface vdthgin of
PrefixDelegatioror Statig will point to that upstream IP interfaceRarentPrefixand have

Origin of Child.

It is often desirable to preonfigure information about prefixes on a downstream IRfate

that are to be derived from delegated (on the upstream interface) prefixes. This will need to be
done before that prefix has been delegated and without knowledge of what that prefix will be. A
derivedfrom-not-yet-existingbut-expecteddelegateeprefix downstream IP interfad@®v6Prefix

entry will haveOrigin=Staticand Type=Child and will haveParentPrefixpointing to an

upstream IP interfac®v6Prefixinstance (that i©rigin=Staticand Type= PrefixDelegation

When a device receives a delegatefip and populates the upstream IP interface IPv6Prefix
instance, and needs to generate downstream IP interface prefixes from that delegated prefix, it is
expected to first look for suchtaticChild entries and populate them with the derived prefix
information, instead of creating a név6Prefixinstance ofOrigin=Child. How the referenced
parent prefixes are configured on upstream IP interfaces is discussed in 8ekt&on

If the device receives RA messages on downsti€amterfaces, autonomous andlork

prefixes in such received RA message Prefix Information options can also be recorded in
IP.Interface.IPv6PrefixAt this time, there is no additional guidance for using the information in
these RA messages receiveddomvnstream interfaces. They are simply stored, to provide
information about other devices in the home network.
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V.5.2 IPv6 Addresses

As with the upstream IP interfaces, IPv6 Hiokkal addresses on a downstream IP interface are
generally internally generatedtleugh they can be configured statically, when necessary (when
the internal default linkocal address fails Duplicate Address Detection (DAD)). A properly
configured downstream IPv6 connection will hau® anterfaceinstance with a
IP.Interface.lPv6Adrkssinstance for its linkocal address. This will hav@rigin of
AutoConfiguredif internally generated per RFC 48(23]) or Static(if statically configured by
some management entity).

If the device has a Unique Local Aeds (ULA) prefix that it is advertising and/or sub
delegating to devices on the LAN, then it needs to have at least one address from this prefix
assigned to downstream IP interfaces that expect to support usage of the ULA.

If the device did not receivan address on its upstream IP interface (from DHCPv6 or SLAAC),

but it was delegated a prefix (DHCPv6 IA_PD), then it is expected to assign an address from a
prefix (Origin=Child or Type=Child derived from that delegated prefix to one of its-non
upstreamnterfaces. ThisPv6Addressnstance will havérigin of AutoConfiguredThis

address can be used for originating and terminating messages to and from either the downstream
or the upstream interfaces.

V.6 Device Interactions

The RG can interact with otherwdees on the LAN both by actively sending messages with or
without configuration information, and by passively listening to messages received from other
devices. End Devices can interact with other devices on the LAN by passively listening to
messages resed from other devices and by actively performing Neighbor Unreachability
Detection (NUD) to determine if previously detected devices are still reachable.

v.6.1 Active Configuration

To assist in the automated configuration of other devices on the LAN, arrRiG Router
Advertisement (RA) messages and DHCPvV6 server messages. This function is associated with
downstream IP interfaces, and thus does not apply to End Devices. As noted in the above section
on downstream IP interfaces, only RGs or other infrastreatavices will have downstream IP
interfaces.

1 RouterAdvertisement.InterfaceSettingtances whoskaterfaceis the related
downstreamP.Interface with Enable=true define the content of RA messages that get
sent on the downstream IP interface. RueterAdvertisement.InterfaceSettiimgtance
will include references ttPv6Prefixentries in the associated downstream IP interface.
These aréPv6Prefixentries ofOrigin=Child or Origin=Static.
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1 DHCPv6.Server.Poahstances whoskterfaceis the relatedlownstreamP.Interface
with Enable=true contain information for filtering DHCPV6 client requests, and identify
the IPv6 prefix(es) (referenceslev6Prefixentries of the associated downstream IP
interface) that provide the pool of IPv6 addresses Bafl prefixes available for
assignment from this pool. Information on soliciting clients (including assigned addresses
and prefixes and received option information) is storddHICPVv6.Server.PodClient.
Additional options that are sent to soliciting ctiers stored in
DHCPv6.Server.PodDption. ThePassthroughClienparameter in this table identifies
whether the value of this option is simply passed through from a DHCPV6 client on an
upstream interface.

As noted above, botRouterAdvertisement.Interfa8ettingandDHCPv6.Server.Podiave

references téPv6Prefixentries. TheMlanualPrefixeslANAManualPrefixesnd
IAPDManualPrefixeparameters allow for configuration (through-DR9[2], user interface, or

other means) of prides that are to be included in RA messages, and to be used in deriving

DHCPvV6 IA_NA and IA_PD offers, respectively. TReefixes IANAPrefixes andlAPDPrefixes
parameters list all of the prefixes that the devices actually does include in these m&sseges.
the*ManualPrefixesentries may point ttPv6Prefixentries that are not enabled, it is possible

that not all of those will be i nc¢Maoudlerefix i n t he
entries, these lists may also include referencesetiixps that the device creates or uses

automatically in RA messages or for deriving DHCPV6 IA_NA or IA_PD offers.

There is some flexibility in the modeling of ULA I1A_PD prefixes. It is not required to model the
ULA /48 prefix in anlPv6Prefixinstance.fithe ULA /48 is not represented in an IPv6Prefix
instance antLAEnableis true for a downstream interface aldPDEnableis true for a
DHCPv6.Server.Poahstance, then it can be assumed that the device willisidgate prefixes
from the ULA /48 prefix Alternately, the ULA /48 can be included asAutoConfiguregrefix

in a downstream interface, and thRv6Prefixinstance can be referencedAPDPrefixesn the
DHCPv6.Server.Poahstance. It is also possible to manually crea&adiclongerthan/48

prefix from the ULA prefix in a downstream interface. T8taticprefix can then be referenced

in IAPDManualPrefixfor aDHCPv6.Server.Podhstance for that interface.

For IA_PD, there is one additional parametAPDAddLengthThis parameter is ofigured to

recommend how many bits should be added tABDPrefixesprefix to create a delegated
prefix offer.

V.6.2 Monitoring

All devices can monitor and record information from messages sent by other devices.
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1 Information received in Neighbor SolicitatigNS) and Neighbor Advertisement (NA)
messages sent by other devices is recordelbats.Host.

1 In order to actively solicit information from other devices on the LAN, the device can
have a\eighborDiscovery.InterfaceSettimgstance whositerfaceis the related
downstreamP.Interface and withNUDEnable=true To determine whether there are
other routers connected to the LAN that are behaving like IPv6 routers to this same LAN
segment, thignterfaceSettingan also haveRSEnable=trueHowever, it is ot
recommended that routers do this until there is better guidance available for routers that
co-exist in a peered environment on the same LAN.

V.7 Configuring IPv6 Routing and Forwarding

IPv6 routing information is stored in instanceRaiuting.Router.IPv6Rwarding. This

information can in part be derived from Router Advertisement (RA) messages, either directly
from the address of the router sending the RA, or from RA Routelnformation (RFQ201p1
options that may be includéa the messag&outing.Routelnformation.InterfaceSetting
instances record received RA Routelnformation options.

V.8 Configuring IPv6 Routing and Forwarding

Following is an example of how a typical RG (one upstream and one downstream interface, with
delegategrefix and IA_NA address, and ULA enabled) might be configufed.corresponding

data model is shown below the figure. Not all parameters are shown, and objects and parameters
that the ACS is likely to have explicitly created or written are shovinolit face (some of these
settings might alternatively be present in the factory default configuration).
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