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Notice

The Broadband Forum is a npnofit corporation orgazed to create guidelines for broadband
network system development and deployment. This Broadband Forum Technical Report has
been approved by members of the Forum. This Broadband Forum Technical Report is not
binding on the Broadband Forum, any of its meraper any developer or service provider. This
Broadband Forum Technical Report is subject to change, but only with approval of members of
the Forum. This Technical Report is copyrighted by the Broadband Forum, and all rights are
reserved. Portions of thiBechnical Report may be copyrighted by Broadband Forum members.

THIS SPECIFICATION IS BEING OFFERED WITHOUT ANY WARRANTY
WHATSOEVER, AND IN PARTICULAR, ANY WARRANTY OF NONINFRINGEMENT IS
EXPRESSLY DISCLAIMED. ANY USE OF THIS SPECIFICATION SHALL BE MADE
ENTIRELY AT THE IMPLEMENTER'S OWN RISK, AND NEITHER the Forum, NOR ANY
OF ITS MEMBERS OR SUBMITTERS, SHALL HAVE ANY LIABILITY WHATSOEVER
TO ANY IMPLEMENTER OR THIRD PARTY FOR ANY DAMAGES OF ANY NATURE
WHATSOEVER, DIRECTLY OR INDIRECTLY, ARISING FROM THE USBF THIS
SPECIFICATION.

Broadband Forum Technical Reports may be copied, downloaded, stored on a server or
otherwise ralistributed in their entirety only, and may not be modified without the advance
written permission of the Broadband Forum.

The text ofthis notice must be included in all copies of this Broadband Forum Technical Report.
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Executive Summary

TR-242describeseveral IPv6 transitional mechanisms that can be deployed in existing
broadband networksased on the TRO1 architecturéo deal with the IPv4 to IPv6 migration
phase Some of these mechanisms are in addition to thdé@Rbased brodadnd network
architecture and will require new functions and some new node HRe&42 documents
relevant requirements for each of tRe4 tolPv6 transitional technologies.

Using the mechanisms described'iR-242, Service Providers will be able to provide (unicast)

IPv6 connectivity and services to their existing customers, alongside (unicast) IPv4 dervices

legacy IPv4 hosts and applications behind the B&@neof these mechanisms would also enable

the sharing of Servi ce Beatweenicudtenrmedletetbak i st i ng | P
mechanisms as documented in this versiofiRs242only support unicast services fasth IPv4

and IPv6ebut multicast support is limiteid IPv4

Issue 2 of this document introduces Mapping of Address andERoapsulatiofMAP-E)

technology and requirements. MARis a stateless solution based on a static algorithmic
mapping of an IPvéaddreskrefix, possibly als@ range of ports into an IPv6 address/prefix.
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1 Purposeand Scope

1.1 Purpose

The Broadbandéorum has defined a target IRPIRv6 dual stack Architecturgassuming native
implementation of IPv6 protocqleh TR-177[6] and TR187[7]. TR-187buildson the

capabilities of existing protocols such as the Rmfoint Protocol (PPP) and Layer 2

Tunneling Protocol (L2TPv2) to provadPv6 serviceinadditon t o t o dieyiR-s | Pv 4
177 specifies how to enhantte TR-101 network architecture for supporting Etherfgeg. non
PPP)encapsulated IPv6 and IPv4 packet services.

To enable dual stack IPv6 service deploynvemite guaranteeing IPv4 service continuity for
legacy IP¥ devices behind the RGervice Providermay need additional transition
mechanisms, beyond native IPv6 implementations, in @odgptimize their infrastructure
upgradesn the context of TRLO1[3] architectureTR-242identifies sevedaransition
mechanismsexplaining what transition issues are solved by each of émehthe benefits each
transition mechanism offers based on-I®lL architecture

1.2 Scope

TR-177 and TRL187 describ mechanisms whereby operators can provide IPv6 service in
addition to existing IPv4 service. However these involve upgrading existing network equipment
which may include the Residential Gateway (RG), Broadband Network Gateway (BNG) and
Access Node (AN).

In some cases, these network upgrades may also pose operational and deployment challenges to
operators. Some operators may wish to maintain their existing access/aggregation infrastructure
in order to reduce the network impact when introducing IPv6. Ruperators may need
mechanisms to cope with the exhaustion of IPv4 addresses. Technologies to achieve these goals
may be deployed simultaneously or in a phased approach.

The starting pait for TR-242is the TR-101architectureTR-242introduces additional
mechanisms, over and ababese in TR177 and TR1L87, whichenable operators to handle the
operational and deployment challenges related to IPv4 address extdistintroduction and
IPv4/IPv6 ceexistence.

TR-242describes different techniques which enable different migration paths:

1 Technigues that deal with IPv4 address exhaustion do not simply depend on the
introduction of IPv6. These techniques involve some kind of IPv4 address sharing;

1 Technigues that ease the introduction of IPv6 by not requiuatstack end-to-end;

1 Techniques that maintain IPv4 service continuity for IPv4 only hosts and/or applications
by not requiringdual stack end-to-end.
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The described mechanisms may either be deployed as upgrades of existing network elements
(e.g. the RG or BNG) and/or embodied in additional network elements.

1.3 IPv6 Transition Planning

Planning for the transition to IBwservicedy a ServiceProvider includes consideration of both
commercial and technical aspead®mmercial aspects include identification of specific business
requirementsn the current context of thgerviceProvider and then elucidating the associated
commecial costs, benefits and riskSuch commercial considerations usually result in the
development of a business caselare beyond the scope of this specification.

The ATIS IPv6 Readinesdd®e [1] identifies technicateadiness steps and characterizes levels

of readiness. Technical readiness steps include developing an inventogvedri€ network
elements, and developing a design for IPv6 Transition. For this specification, the inventory of IP
aware network elemensgsarts with the TRLO1 architecture, and considers Network Services

(e.g. DNS, DHCP, AAA, NTPetc.) and Network Management (089, MIBS, Netflow,

MRTG, etc.). Applications (e.g/olP, IPTV), Operations Support Systems and Business

Support Systems are ymnd the scope of this specification.

ForTR-242, the design goal ihe support of adual stack environment in the Home Netwdik
connectivityto the public IPv4 and IPvBervicesA specific design wouldeed to cover IPv6
addressing plans, IPv6 Routing and Ipe&ringas well as mechanisms for security, network
management and network services. The IPv6 traneptP/6 packetsnay be supported by
various tunneling and translation mechanisiascribed infR-242
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2 References andlrerminology

2.1 Conventions

In thisTechnical Reportseveral words are used to signify the requirements of the specification.
These words aralways capitalized More information can be found be RFC 211915].

MUST This word, or the term AREQUI
absolute requirement of the specification.

MUST NOT This phrase means that the defon is an absolute prohibition of the
specification.

SHOULD This word, or theermi RECOMMENDEDO, means
exist valid reasons in particular circumstances to ignore this item,
the full implications need to be understood and carefuligesl
before choosing a different course.

SHOULD NOT This phrase, or the phrase "NOT RECOMMENDED" means that t
couldexist valid reasons in particular circumstances when the
particular behavior is acceptable or even useful, but the full
implications reed to be understood and the case carefully weighec
before implementing any behavior described with this label.

MAY This word, or theermit OP TI1 ONALO, means th
an allowed set of alternatives. An implementation that does not
include his option MUST be prepared to int@perate with another
implementation that does include the option.

2.2 References

Thefollowing references are of relevance to thechnical Report At the time ofpublication,
the editions indicated were valid. All references are subject to revision;afiskisTechnical
Reportare therefore encouraged to investigate the possibiléppliying the most recent edition
of the referencelésted below

A list of currently validBroadband-orum Technical Reports is publishedhatw.broadband
forum.org

Document Title Source Year
[1] ATIS IPv6 ATIS Readiness Plan for IPv6 Traimn ATIS 2008
Readiness Plan
[2] TR-069 CPE WAN Management Protocol BBF 2014
Amendmenb

[3] TR-10llIssue 2 Migration to EtherneBased DSL Aggregation BBF 2006
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[7] TR-187

[8] TR-181lIssue 2
Amendmen8

[9] RFC 792
[10] RFC1191
[11] RFC 1661
[12] RFC 1332
[13] RFC 1559

[14] RFC 1918
[15] RFC 2119

[16] RFC2473
[17] RFC 2663

[18] RFC 2865
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[20] RFC 3022
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[24] RFC 4443
[25] RFC 4787
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[27] RFC5382
[28] RFC 5508
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The PPP Internet Protocol Control Protocol
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Address Allocation for Private Internets

Key words for use in RFCs to Indicate Requireme
Levels

Generic Packet Tunneling in IPv6 Specification

IP Network Address Translator (NAT) Terminolog
and Corsiderations

Remote Authentication Dial In User Service
(RADIUS)
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The following terminology is used throughout thischnical Report

AFTR (Address
Family Transition
Router):

B4 (Basic Bridging
Broadband elemant):
Dual Stack

IPv4 Address

IPv6 Address

Public IPv4 Address
Private IPv4 Address
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An AFTR element is the combination of an IPmIPv6 tunnel end
point and an IPv4Pv4 NAT implemented on the same nodetha
BBF architecturetheAFTR can be either embedded in the BNG or
located in a separate node.

The B4 element is a function implemented on a dtaadk capable
node, either a directly connected device or a Residential Gateway
creates a tunnel to an AFTR. The BBF architecture only considers
case where the B4 element is located in the RG

A network element that supports both IPv4 and IPv6 natively.

A 32-bit integer value IP address formed according to RFC 791 fol
public IPv4 addresses, or RFC 1918 for private4Rddresses. IPv4
addresses include both Unicastiaviulticast address formats. An IP
address is normally represented as 4 octets of decimal digits sepe
by periods.

A 128Dbit integer value IP address formed according to RFC 4291.
IPv6 addresses include Unicast (including Anycast)Mualdicast
address formats. An IPv6 Address is normally represented as eigt
groups of four hexadecimal digits separated by colons.

An IPv4 address that is globally unambiguous per RFC 1918

An IPv4 address that imambiguous within an enterprise (or
administrative domain) but may be ambiguous between enterprise
(i.e. globally ambiguous) per RFC 1918.
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2.4 Abbreviations

This Technical Reportisesthe following abbreviations:

AAA Authentication, Authorization, Accounting
AFTR Address Family Translation Router

AN Access Node

B4 the Basic Bridging BroadBarglement

BBF The Broadland Forum

BNG Broadband Network Gateway

BR Border Router

CE Customer Edgeaeferred as RG irhts document.
CG-NAT Carrier GradeNAT

CPE Customer Premises Equipmerdferred as RG in this document.
DHCP Dynamic Host Configuration Protocol

DNS Domain Name Service

HTTP Hyper Text Transfer Protocol

ICMP Internet Control Message Protocol

IGD Internet Gateway Device

IPCP Internet Protocol Control Protocol

IPTV Internet Protocol TeleVision

LAN Local Area Network

MAP Mapping of Address and Port

MAP-E Mapping of Address and Port Encapsulation mode
MAP-T Mapping of Address and Port Translatimode
MIB Management Information Base

MSS Maximum Segment Size

MRTG Multi Router Traffic Grapher

MTU Maximum Transmission Unit

NAPT Network Address Port Translation

NAS Network Access Server

NAT Network Address Translation

NAT-PMP  NAT Port MappingProtocol

NTP Network Time Protocol

PCP Port Control Protocol

P2P Peerto-Peer

PPP Pointto-Point Protocol

PPPoOE PPP over Ethernet

RA Router Advertisement
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TCP

TR

UDP
UPnP
VolP
WAN
WG
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Remote Authentication Dial In User Service
Residential Gateway

Transmission Qatrol Protocol

Technical Report

User Datagram Protocol

Universa | Plug o6né Pl ay
Voice Over Internet Protocol

Wide Area Network

Working Group
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2.5 Relation to other documents

TR-124 Issue 2Issue 34]

TR-124 Issue 1 defines requirements for broadband Residential Gateway (RG) devices that are
capable of supporting applications including data, voice, broadcast video, video on detmand

in broadband networks.

TR-124 Issue 2 updatd®R-124 Issue 1 bgpecifyinglPv6 capability with a set of requirements
to support duastack operation on bothe LAN side and WANSsideof anRG, including several
IPv6 specific protocols, as well as some transitiomathanisms

TR-124 IssueB updatesTR-124 Issue 2 witladditioral IPv6 transition requirements regarding
DS-Lite, 6rd, and Release Control.

TR-242must support IPv6 and its transition requirement®& defined in TRL24, TR124
Issue 2 and TR24 Issue 3 by way of reference to -IR4 as a whole.

TR-187[7]

TR-187 provides updates to PBRsed operatiom theBroadband Forum Architecture by
including IPv6 over PPP as extensono TR-59, TR101 and other documentsat originally

only supported IPv4 over PPP. TIR7 defines requirements tire Residential Gateway (RG),
Access Node (AN), and Broadband Network Gateway (BNG) so that Service Providers can
provide both IPv4 and IPv6, i.dualstack, Internet services tioeir customersI'R-242 must
support IPv6 over PPP and associated requirements definedliB7l§y way ofreference.

TR-177[6]

TR-177 provides modifications the TR-101 architeture in order to support both IPv4 and
IPVv6, i.e dualstack operation in broadband networks, so that Service Providers can provide
IPv6-based services and applications to their customers albingxistinglPv4-based ones.
TR-177 defines requirements tre Access Node (AN) and Broadband Network Gateway
(BNG). The current TRL77 version only supports IPuicastbased deploymentR-242must
supportthe IPv6 over Ethernet under FTR)1 archiecture and associaeequirements defined in
TR-177by way ofreference.

TR-146

TR-146includesthe concepts adeparaten IPv4 andnlIPv6 sessiomnd IP Session grouping

for deployment in a TR O1based architectur@R-146re-uses architectural notions introduced

in TR-59 and TR101 architectures, and places requirements on the Residential Gateway (RG)
and IP Edge (i.ehe BNG) devices to establish and maintain single (IPv4 or IPv6) or dual stack
(IPv4/IPv6) sessions. Note the ultimate goal Bf242is to enableService Providers to provide
IPv4/IPv6 dual stack services to their customerssanitheTR-146 session architecture and
requirementgsresuppatedin TR-242.
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3 Technical Reportimpact

3.1 Energy Efficiency
TR-242has no impact on Energy Efficiency.

3.2 IPv6

TR-242leverages existing RFCs for IPv4 and IPv6 capabiliiesyell as some IPv6 transition
mechanismsTR-242also references a number of IETF drafts that are currently under the
development at IETF his Technical Report does not define any iéw6 protocol

3.3 Security

The introduction of IPv6 into the home network removes the need of having NAT functions for
IPv6 traffic in the RG. As a consequence, best practices may imposiersldiecurity
requirements on the RG to protect the home netvegkuse of RG Firewall options.

TR-101[3] provides loop identification in the BNG using RADI@Sonemechanism for
authorizing the IPv4 service. TR)1 sevice authentication, if required, may be provided using
802.1X or PPPWhenproviding a dual stack or IPv6 servjtke same authentication
mechanisms can provide authorization for both.

R-1. Native IP services MUST be able to use the authentication meclsagéfimed in
TR-101, TR177 and TR187.

R-2. Overlay IP services MUST be able to inherit the native IP service authorization.

R-3. It MUST be possible to authorize IPv4 and IPv6 services for a subscriber with a
single authorization transaction.

R-4. It MUST be possil# to authorize IPv4 and IPv6 services for a subscriber with a
separate authorization transaction for each of the service.

As for the case of D&ite, the AFTRmust be configurable to terminate the tunnel for authorized
users.
R-5. The AFTRMUST be configural# to limit service only to registered/authorized
customers

As described in RFC 63337], in order to prevent the rogue devices from launching defial
service attack, AFTR must forward packets following the requirementvbelo

R-6. When decapsulating packets, the AFTR MUST only forward packets sourced by

RFC 191g914] addresses, an IANA reserved address range, or any othef- out
band preauthorized addresses. The AFTR MUST drop all other packets.
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3.4 Privacy

Some techniques may requireo g g i n gansactians i® ader to be able to trace back the
u s eactiviges. Source IP address and Source Port only or Source and Destination IP address
and port may be logged. When destination based loggingasuser privacynightbe affected.
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4 Introduction to IPv6 Transition Options

4.1 Introduction

In the migration from IPv4 to IPv6, the dwshck model is the simplest and most well

understood approach today. Unfortunately the classicstiaigk approach alord®es not help

with the IPv4 address exhaustion problem, as eaclugedcontinues to need a permanently
assigned public IPv4 address. In addition this model may not be directly applicable when Service
Providers do not have enough IPv4 addresses lefbtagion the new subscribers.

There is a variety of coexistence or translation techniques being proposed at the IETF to allow
continued expansion of the current Internet. The adoptidebyice Poviders of a specific
mechani sm i n t heayBlépé&nd an various factots,eut & key ame isithe feature
set that needs to be supported by the BNG.

The purpose ofR-242is to analyze the applicability of different migration approaches and to
describe a nmber of variations of the classic dsshck model that could satisfy the following
business requirements:

A Allowing the Service Provider to continue providing access to IPv4 content and services
to residential hosts (IPv#Pv4 communications for duatadk hosts or IPvébnly hosts)
when native IPv6 connectivity is offered to the customers;

A Reducing the consumption of global IPv4 addresses;

A Avoiding address family protocol translations (e.g. IP¥4Rv6 Translations)

4.2 IPv4/IPv6 Migration Options

ServicePovi dersé | Pv4 based networks developed un
conditions.Different AAA architectures, R@eployments and customer authentication models

can lead to different IPv6 migration strategies. Some network migration scenarios employ
tunneling techniques that facilitate the transport of IP packets through network domains or
segments that use the other IP address family. Other migration paths use a homogenous domain
approach, and this allowBv6 tobe introduced without fundamental cloges to existing

protocols. Important milestones for all approaches are the trigger for starting migration (e.g. the
date of expected exhaustion of IPv4 addresses for a given Service Provider) and the final target
date for completing it. All the techniquisted here have different migration phasksblel

gives an overview of the techniques considered, their key features, required extensions and the
way in which IPv4 addresses are shaFedurel provides an overview of the temporal

relationship between the various phases of each of the different techniques.
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Transport Migration IPv4 Address
Management
Approach Key & Access IP Migration Extensions IPv4 Address
Related Features Technique Sharing capabilities
Dual-Stack with 9 DualStack accesd 1 Native IPv4IPv6 |  Extended 9 Time based
IPv4 Release . RADIUS
Control T Keeping PPP communication
infrastructure
. Modified RG
1 Native IPv4IPv6 T Modifie
without tunnel
1 Progressive IPv4
address savings
with increasingly
to IPv6 migrated
senices
DS-Lite 1 IPv6 only 1 Native IPv6 1 Modified RG 9 NAT44
1 Use casé if IPv4 | 1 Tunneling IPv4 | § DHCPv6 and (Port based)
addresses already  over IPv6 RADIUS
exhausted attributes
MAP-E 9 IPv6 only I Native IPv6 1 Modified RG 1 A+P Mapping
9 Use casé if IPv4 |  Stateless i DHCPv6 (Port based)
addresses already  Tunneling IPv4
exhausted over IPv6
6rd optionally with | q Derivate of IPv6 | T Native IPv4 1 Modified RG 1 NAT44
NAT44 to IPv4 t li .
O 1FVAIUNNEING | ¢ Tynneling IPv6 | 1 DHCPv6 and | (Port based)
9 Access remains over IPv4 RADIUS
IPv4 only. attributes
DualStack 9 DualStack accesd | Native IPv4IPv6 | 1 NAT44function |f NAT44
optionally with .
NAT444 9 Native IPv4IPv6 | 1 NAT44 (Port based)

9 Reuse of address

base

9 Impact on
application layer
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Table 1 Overview of IPv6 Transition Mechanisms
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No definite end of migration;
IPv4 always needed;
even if private address space

> t

options IPv4 address sharing
Iy
6rd
IPv4 w/o CGN IPv4 CGN 6rd
[ > smmmEms
Dual Stack
without IPv4 H IPv4
Release Control .
: rilsrisrzl Dual-Stack + Release Control
e !_ ——
H
Dual Stack -
IPv4 wio CGN IPv4 CGN Dual-Stack + CGN
. _— —
DS-Lite )
|Pv4 wio CGN |Pva CGN Dual-Stack lite
> I >
MAP-E
IPv4 w/o CGN MAP-E
— —
Start of Migration Service provider IPv4 Address pool exhausted End of Migration

Figure 1 Timeline of IPv6 Transition Options
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4.3 IPv6 Transition Mechanisms as Updates to TRLO1

TR-101[3] describesan access architecture based on Ethernet to support IPv4 services where
several of the netwkrelements have IPv4 awarend8s4-aware nodes are nodes that monitor
traffic and rely on detecting IPv4 traffic in orderdeterminenodal behaior (e.g routing,
multicasting, collecting network management statistieégjure2 identifies the nodes thate
usuallylPv4 aware. These are tkeéorethe nodes that may be impacted by a transition from
IPv4 to dual stack dPPv6 support. TRLO1 assumes publicaddressedPv4 unicast and
multicasttransmission schemasthe access netwgriwith the option of NAT functions in the
Residential gateway.

IPvA4 Aware

¥
Ethernet
- —

Aggregatid
1

IPv4
Internet

— — —

! : Customer Prem. Net
Dual-Stack ~ " T[TTTTTTTT
ServiceProvider
Broadband
IP Network

Access Network

|

Aggregation Network

R S'."bf' bva wemmw  PrivatelPva == == Global IPv4
rivate IPv.

Figure 2 IP Aware Nodes in TR101

TR-242proposes several IPv6 transition mechanisms to aid carriers for their process of
transitioning their networks to IPv6 as definedR-187[7], TR-177[6], and TR124[4], i.e.
before fultbloom IPv6 operation takes pkain their networksOneor moreof themechanisms

as defined iIMR-242may be used to relieve IPv4 address exhaustion pressure, or gRxbee
based connectivity and serviaagerexistinglPv4-based infrastructure, or botWhen
implementingone or moref such mechanisms in an existing broadband network, the existing
broadband network ardecture as defined in FR0O1[3] is unchanged

The IPv6 transition mechanisnisat are documented TR-242will requiresome additional
networking functioality in the existing broadband networks and associated newguikments
includingthe BNG and RGDeploying IPv6 transition mechanisms igigenbroadband
network isof course optional, but if suchechanismaredeployedtheymust notadversely
impact theexistingbroadbandhetworking functioality such as IPv4 multicast, QoS, &ator on
the existing network equipments.

Therefore altheIPv6 transition mechanisms that are define@iRa242aredonein the conéxt
of TR-101. The highlights of the relevant functiamsededo support these IPv6 transition
mechanismsnainly impact the following network elements:

Some mechanisms require special functions on RG.
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Somemechanisms require additional functions (eugnel terminationjo support IPv6
transition oraBNG orin some nodes in the Regional Broadband Network.

IPv6 services imply IPv6 records @NS servers.

Some mechanisms require new RADIUS attribates DHCPv6 options

5

Some tunnelgsoftwires) in the Acess Network oahd Regional Broadband Network may also
be needed to carry IPv4 or IPv6 packets.

Figure3 shows a tunnel witis associated endpoints overlaid on the TR architecture. The

tunnel endpoints may contaadditional functionality, e. gNAT mechanismto facilitate the

transport of IP packets acramsinfrastructure supporting a different IP address family. The

tunnel endpoint in the home network could egigheterminal devicebut for the purposes of

this speification it is assumed to exist in the RG. Thenel endpoint in thdual stack Service
Provider ds Br oadb arnnd sdp&tatemedban the BINGor d eolilddbe e x i s t
integrated into the BNG.

IPv4/IPv6
Internet

Ethernet

Aggregation] Access | |MD# Access

Node Loop

\Y

Dual-Stack

Customer Premises

Regional Access Network Network
IP Network |
Aggregation Network
== == = Global IPv4 == === = Global IPv4 or Private IPv4 Private IPv4
(:) Tunnel Global IPv6

Figure 3 Tunnels and Endpoints Extending IPv4-IR1

4.4 Operations, Administration and Maintenance during IPv6 Migration

Section 7TTR-101[3] provides requirements for Ethernet OAM. During the migration to IPv6
theseLayer2 OAM functionalities are expected to continue to be deployed.

In IPv4-only broadband network#v4-based OAM facility such as ICMP (RFC7) for
troubleshooting and traceability has been deployed, and inlPBx&ldual stack environmerthe
IPv6-based counterpart, i.ECMPVv6 (RFC444324]) is also required. In the case of a tunnel,
debugging across tunnel layéssnotrequired
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With various IPv6 transitional mechanisni;basedOAM facility such as ICMRnust be
supported

In 6RD deployment, ICMPV6 packets may be exchanged between IPv6 hosts behind a 6RD RG
and any node that is routable via the 6RD BR, and these ICMPV6 packets are encapsulated with
IPv4 header the same manneptser IPv6 packets, as described in Section 9 of RFG32F9

R-7. 6RD RG and BR MUST encapsulate and decapsulate IPv6 ICMP packets in and
from IPv4, respectively

In DS-Lite deployment, ICMPv4 packets may be exchanged betwednhidsts behind a DS

Lite RG and any node that is routable via thellX® AFTR, and these ICMPv4 packets are
encapsulated with IPvheadethe same manner as other IPv4 packets, as described in Section
7.1 of RFC633337].

R-8. DS-Lite RG and AFTR MUST encapsulate and decapsulate IPv4 ICMP packets
in and from IPv6, respectively

In addition, since D&.ite AFTR includes NAT44 function, it must support ICMP requirements
defined in RFC55088].

In MAP-E deployment, ICMPVv4 packets may be exchanged between IPv4 hosts behind a MAP

E RG and any node that is routable via the MABR, and these ICMPv4 packets are

encapsulated with IPv6 header the same manner as other IPv4 packets, as described in Section 4
of [48].

R-9. MAP-E RG and BR MUST encapsulaad decapsulai®v4 ICMP packets in
and fromlIPv6, respectively

In addition, MARE RG and BR must be able to handle the identifier in IPv4 ICMP header in the
same manner as the partmber in TCP/UDP header; e.g., when a RG receives an outbound
ICMPV4 packet, it must map and rewrite the ICMP identifier to a number within the port set
assigned by the MAEE domain, before encapsulating it in IPv6 and sending out.

R-10. MAP-E RG and BRMUST rewrite the identifier carried in IPv4 ICMP header
based on the port set assigned to the end user in theBvidPain

4.5 Network Management through IPv6 Migration

The starting point of the IPv6 migration is the-IB1 architecturéhatprovides various
requirements for manaigg the access infrastructunsinglPv4. The same functionality needs to
be provided in the context of the dual stack or IPv6 service.

TR-069 assumes the availability of an IP infrastructure for access to the devices under
managemengnd in the context of TRO1, this is specifically IPv4 connectivity. Duritigve
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migrationto support of dual stack or IPv6 services, the continued availability of IPv4 access for
network management purposes permits the network infrastructure to beatpm@ependently
of the network management infrastructure.

R-11. The Access Node MUSIe able to continue providinganagement access using
IPv4 while providing dual stack or IPv6 services.

R-12. The BNGMUST be able to continue providimganagement access using4P
while providing dual stack or IPv6 services.

R-13. The RG MUSTbe able taontinue providingmanagement access using IPv4
while providing dual stack or IPv6 services.

4.6 General RG Requirement

For each IPv6 transition technology that a RG supports, a confgukatob must be provided
in order to explicitly either enable or disable the relevant function associated with that specific
technology.

R-14. The RG MUST be able to independently enable or disable native IPv4, Release
Control, native IPv6, D&.ite, and 6rd.

R-15. The RG MUST support the configurationR{l using either manual configuration
or via TR69.

R-16. An RG MUST support IPv4 and IPwdual stack operations on its LAN
interface(s), according to requirements defined in LAN.ADDRESS,
LAN.ADDRESSvV6, LAN.DHCPS, LAN.DHCPv6S, LAN.DN&AN.DNSv6
sections of TRL24[4].

Specific RG requirementssociated with 6rd and ElSte are documented in Sectiérand
Section6, respetively. Most requirements obAN side of a RGare common regardless of
transition mechasms as documented in TR4[4].

4.7 Summary

A Service Provider may decide to wdiferent migration mechanismandat the sameime, in
different parts ofts own network basednahe type of BNG deployed each single geographic
areathese different migrations may or may not be concurrent.

A Service Provider maglsothen decide to move from one mechanism to anottssdban
different factors such as:

A BNG technology evolution

A Migration from centralized to a more distributed architecture, according to the traffic
growth

A Network Architecture Deployment model

A Service Deployment needs
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This transition between differetransitional mechanisms notcovered inTR-242
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5 é6rd

5.1 Introduction T IPv6 Tunneled over IPv4 via 6rd

|/
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IPv6
Internet

Ethernet
Aggregation}

Access MDF Acceps

Node Loop

\%

Regional
IP Network

Customer Premises
Network

Access Network /

Aggregation Network

(:O 6rd tunnel Global IPv6

Figure 4 1Pv6 Tunneled over IPv4 via 6rd

This approach permitsaestablished IPv4 access infrastwe to introduce IPv6 servicéand
thus provide dual stack services) throughumnel overlayIt hasthe followingcharacteristics

1 Introduction of twocomponents 6rd RG (Residential Gatewpgind 6rd BR (Border
Rday)

Automatic Prefix Delegation on 6rd RG

Stateless, automatic IP%¥f-IPv4 encapulationandde-capsulationfunctions on 6rd (RG
& BR)

1 IPv6 traffic automatically follows IPv4 Routing

1 6rd BRs addressed with IPv4 anycast for tbathncing and resiliency

1 No impact on the Ethernet Aggregation Network

il
il

However, the 6radpproach does not specifically address the exhaustion of the public IPv4
address space as the underlying infrastructure remains IPv4.

The 6rd tunnels may be established over an IPv4 infragteuasingPrivate RFC191814]) or
PubliclPv4 addresses.

5.2 Technical requirements:IPv6 Tunneled over IPv4 via 6rd

When implementing the IPv6 tunneled over IPv4 via @iftich is defined irRFC5969 [32]
(IPv6 Rapid Deployment on IPv4fhastructurey the following requirements apply.
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5.2.1 6rd Configuration Requirements

6rd operation is limited to ServiceProvider networkor more accurately, a 6rd domain, where
exactly one 6rd IPv6 prefix is requirearfthe operation in that domain.erviceProvider may
have more than one 6rd domains.

R-17. An RG MUSTonly support theassigment of a singlérd prefix for a given 6rd
domain.

R-18. A Border Relay MUSTonly beconfigurablewith a single 6rd prefifor a given
6rd domain.

NOTE: A ServiceProvider mayhave multiple 6rd domains.

R-19. The IPv4MaskLen, 6rdPrefix, 6rdPrefixLen, 6rdBRIPv4Address MUST all be
configured on the Border Relay and RGs with the same value, respectively, in a
given 6rd domain.

Note that thdRG IPv4address used as a 6rd tunnel endpoint can be provisioned in the RG using

a variety of mechanisms. The RG6s | Pv4Maskl en
al so be provisioned with the implied embedded
IPv4Masklen is8, and the RFC1918 10/8 space was used. The RG might be assigned an IPv4
address such as 10.1.92.3 and could determine the high ordesiesghit the &D BR would

need to be provisioned with that.Q@.08, otherwise the BR does not kndlve high order bits

of theRG address.

The MTU for IPv6 traffic sent over the 6rd tunnel may be configurable to be some value other
than the IPv4 MTU adjusted for default tunnel headers. The WAN interface MTU of the RG
should be configurable independeftany LAN interface MTU configuration. RG cagfiration

is described ilRFC 596932], TR-124[4] andTR-181[8].

R-20. The 6rd BRMUST provide a mechanism to configure t&U of the 6rd tunnel
independent of any IPv4 MTU configuration.

5.2.2 Border Relay Requirements
A 6rd Border Relayrouter MUSTbe implematedasperRFC 596932].

The physical instantiation of the 6rdBR functions may be madeiatuggooints in &ervice
Provi der 0 s itneeds o bavdt leastione iPwnabled interface, one 6rd virtual
interface acting as an endpoint for the Brd6-in-1IPv4 tunnel, and one IPv6 interface cocieel
to the native IPv6 network

R-21. The 6rd BR MUST be configured with the same 6rd elements as the 6rd RGs
operating within the same domain.

R-22. The 6rd BRMUST beable to be configured withnelPv4 addresat the BR for a
given tunnel endpoints in a 6rd domain.
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The BR IPv4 address may be an anyeasiress that is shared by multiple Border Relays in a
single 6rd domain for the purpose of high availability and scalability.

R-23. The BR IPv4 addreddUST be able tde an anycast address that is shared across
a given 6rd domain.

For the sake of policy corstency, especially for QoS, it is useful to reflect the value of the IPv6
ATraffic Classo field into IPvd "Type of Serv

R24. The 6rd BR MUST be configurable to
an | Pve packetff Seroitcee® fdTepa of t
during the encapsulation process, and vice vergaglitire decapsulation
process. This behavior SHOULD be able to be configurable as per RF{12P83

copy
he co

5.2.3 RG Requirements

TheRG configurationto perform 6rd functions described ilRFC 596932], TR-124[4], and
TR-181[8].

R-25. The RG MUST support 6rd CE (RG) functions per RFC 53&9.

R-26. A RG that is configured to perform 6rd CE function per RFCH3@PMUST
comply with requirements defined in TRANS.6rd section of I

NOTE: There are several different methods for the RG configur@@efer toAnnex A).

R-27. It MUST be possible to configure the RG so that all traffic destined to the same
6rd domain is EITHER sent directly OR via the 6rd Border Relay node.

R-28. TheRG MUST NOT senanulticastpacketdo 6rd tunnel.

R-29. TheRG MUST beable to be configuredith thelPv4MaskLen, 6rdPrefix,
6rdPrefixLen,and6rdBRIPv4Address.

NOTE: The valuesf the parameters specified R129 need to be the sanfier all RGs ina
given6rd domain

PerRFC®69[32], 6rd delegated prefix is used in the same manner as a prefix obtaned
DHCP-PD[21] and it is automatically created at a given RG by combining the 6rd prefix and all
or part siPv4addiess. RGO

Since 6rd delegated prefixes are selected based omhediitd prefix and the IPv4 address

assigned to a given R@e registration of 6rd derived IPv6 address should not have a lifetime
longer than the remaining lifetime of the IPv4 el from which it is derived
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R-30. TheRGMUST derive a 6rd del egated prefix
IPv4 address, with prefix length as /64 or shorter as specified in RFC5969, and
announcet to the LAN via RA.

R-31. TheRGGO0 s RA announdadeegaed prefiotd the LAN MUST
persist even if the WAN connection goes down. When the WAN connection
comes back up, the RG MUST attempt taligcover the 6rd service. If the 6rd
service no longer exists or delegated prefix changed, the RG MUST a€\tbdi
previous 6rd delegated prefix with lifetime of zero. If the 6rd prefix has changed,
the RG MUST subsequently advertise the new prefix.

A single 6rd RG may be connected to more than one 6rd domain, in which case there would be a
separate set of 6bnfigurationparameters

When both native IPvénd 6rd are enabled and available, this is logically equivalent to-multi
homing andit may occur during a transition from a 6rd overlay to a native IPv6 service.

When both native IPvBnd 6rd are enabledhé available, the RBGas to be able to select the
outgoing interface to use (native or tunnBlifferent behaviors are needed for the cases where
the two interfaces provide the same IPv6 prefix to the RG, or provide different prefixes

R-32. When the same prigfis providedon an RGthe default behavior SHOULDe to
route over native IPv6 rather than 6rd

R-33. If different prefixes are provideoh an RGthe default behavior MUST be to set a
flag to indicate the 6rd prefix is not preferred in the RA sent to thHg.LA

For the sake of policy consistency, especially for QoS, it is useful to reflect the value of the IPv6

ATraffic Classo field into IPvd "Type of Serv

R-34. The RG MUST be configurable to copy the
IPv6 packetiho t he fAType of Serviceo field of

during the encapsulation procearsgd vice versa during the-@dapsulation
processThis behavior SHOULD be able to be configurable as per RFC[29]83

On LAN interfaces, a RG that supports 6rd must follow the guidelines as defimédliA4[4]
for the IPv4IPv6 dualstack operation.

5.3 Encapsulation Requirements

All IPv6 packets transported betwesfird RG anda BR are encapsulated iRv4 packets and as

such, a RG-BR paircan be seen awo endpoints of a virtual linkVhen a RG sends an IPv6
packet encapsulated in an | Pv4 header, the s
destination IPv4 address is the @B°v4 addrss, and the source and destination addesse

reversed when a BR sends an IPv6 packet encapsulated in an IPv4 header to a RG.

R-35. The RG MUST beble to be configureth send all 6rd traffic to the BR
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R-36. The RG SHOULD NOTsendIPv6 Neighbor Reachability Dection NUD,
refer toRFC 486126]) packetdo the6rd BR.Note heRG can send packets to
itself so as to test the reachability of BR.

R-37. The BR MUST support hajpinning of 6rd traffic (i.e. traffic received over a 6rd
tunnel interface having an IPv6 destination that requires forwarding back over the
same 6rd tunnel interfake

5.4 6rd and RADIUS

6rdis used to provide IPv6 connectivity service through legacy-tihW infrastructure. 6rdises
DHCP as aut@onfiguration protocd. The 6rdRG usesanextersion to theDHCP optionsto
discoverthe6rd BR and to configure IPv6 prefix and addresRFC596932]). Whenthe
DHCP server is implemented in the BNG, the BNG can pass the 6rd configuratiorRG 6rd
using theesextended DHCP optian

In many networks, user configuration informatismanaged by AAA servers, together with
user Authentication, Authorization, and Accounting (AAA). The RADIUS (Remote
AuthenticationDial In User Service, RFC28§%8]) protocol is usually used by AAA Servers to
communicate with network elementWhen a BNG hosts a NAS (Network Access Sepver

the RADIUSclient, it obtains relevant configuration parameters from the RADIUS server.

In these scenarios, it would be useful for the Service Provider to be able to tie together 6rd
configuration with the customer profile and to maintain such information on the RADIUS server,
so that the 6rd configuration can be passed to thR6rdia the RADIUS protocol.

RFC693(0/44] defines anewRADIUS IPv6-6rd-Corfiguration Attributeto carry the 1Pv4

address of the 6rd Border Relay for a given 6rd dopaaid other configuration information

When the BNG receives such aniatite during the normal RADIUS message exchange with
theRADIUS server, it must retrieve the 6BbrderRelayo s | Pv4 addr gtothe and
6rd RG usingthe DHCP 6rdoption defined irRFC596932].

R-38. When acting as a DEP server, the BNG MUST be able to retrieve the IPv4
address of the 6rd Border Relay sent by RADIUS in the AeBdessptmessage
and insert it into thérd-optionfield of the DHCP message

5.5 o6rd and IPv6 DNS

In the 6rd scenario, both IPv4 and IPv6 hosid applications may eexist (i.e dualstack)

behind 6rd RG, which cannot easily get the IPv6 DNS server address along with other 6rd
parameters through-mand configuration method (e.g. there is no DHCPv4 option defined for
it). Possible approaches tesolve this for the solution to address this issue include:

1 1Pv6 DNS proxy (over IPv4) on 6rd RG
1 Assign IPv6 DNS server address manually oraftiband (TR0O69[2])
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The general RG requiremengsedescribed in Sectiof.6, the following are additional DNS
related requirements for 6rd RG

R-39. The RG MUST support DNS proxy as per R&€&25[30] for IPv6 hosts
connected on its LAN side.

R-40. Configuration of the IPv6 DNS serveddress at thRG via TR069SHOULD be
supported.

R-41. Manual configuration of IPv6 DNS server address SHOULD be supported.

R-42. If Manual configuration of IPv6 DNS server address is used, it Mo\&Tride
configurations via other methods.
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6 DS-Lite
6.1 Introduction

6.1.1 Problem statement

This problem statement is related to the case of subscribers having a native IPv6 connectivity on
the RG WAN interface of an IPvénabled RG. Durinthelong transition phase from IPv4 to

IPv6 (which could last for a long timedhese subsibers stillneed tosend and receive traffic to

and from IPv4 hosts.

The assumption here is that all hosts that need to access IPv4 resources are eitimay osts
or dual stack IPv6/IPvdosts.This is the case today fti? enabled hosthat are Es It is not
excluded that in the future IPwdhly hosts will exist (for instance for small machines, sensors,
etc.) but it is assumed that they do not neeattessany IPv4 resources: for this reastrey are
not in the scope of this problem statem@&itventhis assumptionit is not necessary to support
IPv6-IPv4 communications, it is sufficient to support IP¥/4 and IPv6IPv6 communications.

In this context, it is required to have a technical solution which matches the following business
requirements:

1) Continueto provide IPv4 connectivity for Internet service to residential hosts
(IPv4-1Pv4 communications for duatack hosts or IPvdnly hosts)evenwhen
native IPv6 connectivity is available for Internet, VoIP and unicast IPTV services

2) Limit the consumption of global IPv4 addresses (because of address depletion:
this is the main driver for IPv6 deployment)

3) As transparent as possible with regard to access and aggregation networks
4) Limit the use of cascaded IPv4 NA&@pabilitiesbecause it impés the use of a
private addressing scheme in the aggregation network. This can result in increased

complexity of management due to:

o Potential conflicts with private addresses already useSelyice
Providers in the aggregation network

o Overlapping addresng schemes in the aggregation network, especially
for largeServiceProviders (e.gthose withmore than 16 million
subscribers)

Moreover, cascaded IPv4 NACRpabilitiescan cause potential issues with some
services such as P2P.

5) Support for gadualdedoyment ofthe technologyonly making it available
initially to a small number of IPv6 customevgthout needing taleploy the full
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set of requiredunctionalityin allboxess pr ead ar ound the Servi
networks.

In the case of IPv6QIDS-Lite requires

1 The AN must support IP\E
1 The Ethernet Aggregation Network nodes must support IPv60E

6.1.2 Technical solution: DS-Lite

The technique proposed teeetthe business requirements described above is based on the so
called DualStackLite model, a lightwight IPv41Pv6 dual stack model curreihy specified by
RFC6333[37]. The principle is the use of a tunnel (softwire) established between the RG (the
softwire initiator) and a tunnel concentrafoalledthe AFTR) located somehere in theService
Provider's network. The RG suppodsal stack on its LAN interfaces(s) bonly IPv6 onits

WAN interface. The DuaStacktunnel is used to transpativatelyaddressetPv4 datagram

that areencapsulateth IPv6 datagrams severakencapsulation schemes could be ysedIPv4-
in-IPv6 RFC 247316]) is recommended here.

IPv6 datagrams that encapsulate privateldressedPv4 trafficis then forwardedby the RG)

to one ofthe availableAFTR, whereasRv6 traffic is globally addressed. IPv4 private addresses
are assigned to subscnlieosts by the DHCPv4 servembedded ithe RG, as it is already done
today in many IPv4 architecturesn IPv4 address must be assigned to the B4 element(s)
embedded in 81RG, so that the B4 element can initiate IPv4 connection towards the network
over the DS&Lite tunnel, according tRFC6333 However there is no need to assign any IPv4
address to the WAN interface of the RG. An IPv4 address could be assigned by thita®G to
DS-Lite tunnel as specified IRFC6333 but this is not strictly necessary. The RG must be
provisioned withthe IPv6 addressr the FQDN namef the AFTR: this can be done wisanual
configuration,TR-069 ora specific DHCPv6 optigras specified irRFC 633438], note that

with the DHCPV6 option, onli#FQDN namecan be configured

The AFTR is also a CGN device (Carrier Grade NAT) which translates private IPv4 addresses to
and from global IPv4 addresses according to ssatal NAPT scheme configured by tBervice
Provider. This means thatgivenglobal IPv4 addressan besharedoy more tharone

subscriberThe AFTRmaintains the tunnedpecific information (such as the IPv6 addnessd

by the RG for the tunnel)n a mapping tablehat is used and maintained by@&N functionto

forward traffic coming from théPv4 Internet into the right tunnel.

With CGN function, the AFTRsupports an extended NAT table. This means that global IPv4
addresses are shared amongst s¢geibscribers while dmultiplexing of users flows relies on

the tunnelspecific information (e.ghe IPv6 address used by the RG for the tunnel) maintained

in the AFTRO6s extended NATnowalbw addres3tnableAFTR r e
communicéion from theRG, such agrace routing

The following diagram shows the functioning of this solution:
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Figure 5 DS-Lite Example

Note: The figure shows the BiSte case where the AFTR is implemented outsidine BNG.
It is also possible to implement the AFTR within the BNG node.

In Figure5, the host indicated as "IPv4 host" is an &y host or alual stackhost that
accesses IPvdontents Conversely, théost indicated as "IPv6 host" is an IPegly hog (out of
the scope of the D8&ite solution) or adual stackhost that accesses IPgéntents

Note that aly a single level of NAT is performesh IPv4 traffic at the AFTR level (meaning
that the RG doesot activate NAT capabilities anymordhis has the advantage of maintaining
an acceptable level of operational complexity while avoiding potential address overlapping
situations in the network.

This solutionmeetsall the business requirements descritmetthe corresponding problem
statemenand haslsothe followingproperties:

- There is no need fagrivatelPv4 addresssto be routed within th&ervicePr ovi der 0 s
network

- IPv4 address allocation to the RG is not required.

- There is no need for a DHGRrver nor a PPP "server” fiitv4 in theServiceProvider's
network

- Only one level of NATin the networkis necessarfor IPv4 (locatedat the AFTR

- It supportsacentralized odistributed architecturgseveral CGNlevices can exise.g
one per POPand can be incrementally deployed inside or outside the) BNG
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Note that this solution is suitabbaly for IPv4 unicast trafficThe support of IPv4 multicast
services to DS.ite customerss still being specified iran IETF draft[45], so thelPv4 multicast
is out of scope of this proposal ansltraffic shauld not be forwarded in the DiSte tunnel

6.2 Technical requirements:IPv4 Tunneled over IPv6 via DSLite

6.2.1 RG Requirements

The RG configuration to perform BiSte B4 functionis described in RFC 63337], TR-124
[4] andTR-181[8].

As for RFC 6333a DSLite B4 element is a function that is implemented alual stack capable
device that arates a tunnel to a BISte tunnel concentrator called an AFTR. In the solution
defined here the B4 element is implemented in a routed RG thdtad siack router.

R-43. The RG MUST implement a B4 element as defineBHC 6333n order to
support DSLite.

R-44. A RG that is configured to perform BlSte B4 function per RF®333 MUST
comply with requirements defined in TRANS.[L&e section of TR124

R-45. When running D.ite, the RG MUST deactivate the NAPT function on the DS
Lite interface.

R-46. The B4 element of thRG MUST support IPwn-IPv6 encapsulation on its
WAN link as specified irRFC2473[16].

In order to guarantee interoperabilitie RG supports the DHCPV6 optitmretrieve the AFTR
information. Manual configuration or Rete Configuration (via TR69) of the IPv6 address
the FQDNof the AFTR element should also be supported.

A RG may be configured with either the IPv6 address or the FQDN name of theDS-TR
via manual method or TR69, and in addition, DHCPv6 AIRT NAME option can carry AFTR
FQDN nameand that can beonveyed to the R@om a DHCPvV6 server

R-47. The RGMUST comply with tle requirementsn the WAN.TRANS.DS Lite 6, 7,
8, and Ssections of TRL24.

R-48. The RG MUST support configuration of the method wherttleyAFTRelement
(FQDN or IPv6 address), is acquired, v DHCPv6, TR069, or manually.

R-49. The RG MUSTsupportconfigurations ofa static IPv4 default route towards the
DS-Lite tunnelfor the IPv4 traffic

Using an encapsulatiotPy4-in-1Pv6) to carryprivately-addressetPv4 traffic over IPvewill

reduce the effective MTU of the datagrddmfortunatdy, Path MTU discoveryRFC 1191[12])
is not a reliable methaw deal with this problenThe best solution is to increase MTU size
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of all the links between the B4 element andARG R elements by at least 40 by{egze of the
nominal IPv6 header).

However, this is not always possible in some deployments, because some legacy network
devices cannot support an increased Marid then the entb-end MTU between the B4 element
and the AFTR cannot be big enough, and therefore an alternative solution is required. One
method is to tweak the TCP MSS option of IP packets. This solution is widely used today to
cope with a similar issurelated to the MTU decrease due to PPPoE encapsulation

R-50. The RG MUST be able to rewrite the TCP MSS option of TCP packets forwarded
over the DSLite softwire, according to the MTU of that softwire.

Another solution consists of in supporting packet fragtation:

R-51. The RG MUST be capable of performing padkagmentation and reassemily
specified in Section 7.RFC 247317].

For the sake of policy consistency, especially for QoS, it is useful to reflect the value of4he IP
"Type of Service" field into the I Pv6e "Traffi

R52. The RG MUST be configurable to copy the
| Pv4 packet into the ATraffic Classo fi
the encapsulation processd vice versa during the d@mpsulation proces$his
behavior SHOULD be able to be configurable as per RFC[2983

In cases where it is needdthe WAN interface of the RG mayeed tdbe configured with an
IPv4 address; isuch situatioathe IPv4 address could be assigned to theld& tunnel as
specified IRRFC 6333

When an application running on the RG initiates an IPv4 connection, it needs to send packets
with an IPv4 source address configured on the B4 element cifiespen RFC 6333

R-53. The RG MUST be able to be configured with an IPv4 address in the pool
192.0.0.0/29, excludin$92.0.0.1as specified ilRFC 6333

When both native IPvdnd DSLite are enabled and availabtee RG must be able to set the
rightinterface for IPv4raffic forwarding, andhis is logically equivalent to muttioming.

R-54. When loth native IPv4and DSLite are enabled and available, the RG MUST be
able to beconfiguredwith enoughadequatéPv4 routing information to select
which outgong interface to use (native or tunnel).

On LAN interfaces, a RG that supports-Dife must follow the guidelines as definedliR-124
[4] for the IPv4IPVv6 dualstack operation.
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6.2.2 AFTR Requirements

An AFTR element is the combitian of an IPv4in-IPv6 tunnel engoint, referred to as a

softwire concentratan RFC6333and an IPv4Pv4 NAPT usuallyimplemented on the same
node.Since the NAPTunctionis deployedn the network, it iseferred toCarrier Grader NAT
(CGN) in current literature The AFTR element can either live as a standalone network node or it
can be embedded on the BNG

R-55. The AFTR MUST support IPwh-IPv6 as specified irRFC 2473[16] to
establisithe DSLite softwire.

R-56. The AFTR MUSTbe ableo perform packet fragmentation and reassembly as
specified in Section 7/RFC2473

For the sake of policy consistency, especially for QoS, it is useful to reflect the value of the IPv4
AType of Serviceo fielddvieevessasl Pve ATraffic CI

R57. The AFTR MUST be configurable to copy
an | Pv4d packet into the fATraffic CIl as
during the encapsulation proceard vice versa during the-gapsulation
processThis behavior SHOULD be able to be configurable as per RFC[29]83

t
s O

The NAT44 function implemented on the AFEBnformsto RFC4787[25], RFC5382
[27], RFC5508[28], andRFC 688842] respectively. Fofurtherdetails refer to the CGN
(Section10).

R-58. The AFTR MUST support a MTU increased by at least 40 lyteRG facing
interfacedn order to accommodate both the IPv6 encapsulation header and the
IPv4 datagram without fragmenting the IPv6 packets.

Note that the network transited between the RG and AFTR also needs to support the larger MTU
size if packet fragmentation is to be alex.

R-59. The AFTR MUST be capable of rewriting the TCP MSS option of TCP packets
forwarded over the D&ite softwire, according to the MTU of that softwire.

6.2.3 BNG requirements
DS-Lite AFTR function may be implemented on a BNG.

R-60. When acting as an AFTR, the BNNBUST complywith RFC6333[37].

R-61. When acting as DHCPv6 Server, the BNG MUST be able to ser D&
name of the AFTR elemebly means othe DHCPv6option, as defined in
RFC6334[38].

6.3 DS-Lite and RADIUS
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DualSteck Lite (RFC633337]) is a solutiorthatoffers bothIPv4 and IPv6 connectivity to
thosecustomers whhavean IPv6 prefix e. no IPv4 address is assigned to the attachment
device) It is atechnique that addsses the need for IPv4 service continuity durieg th
forthcoming IPv6 transition periodOne of its key componés isthe IPv4-overIPv6 tunne] but

a DSLite Basic BridgingBroadbandB4) will not know if the network it is attached to offers
Dual-StackLite support, and if it didwould not know the remote emd the tunnel to establish a
connection.

TheRFC6334[38] specifiesa newDHCPvV6 optionwhichis usedby a DualStack LiteB4
capableRGto acquirethe Address Famy Transition Router (AFTR)ame

When a DHCPV6 Server receives a DHCPvV6 request containing, @PIREON_ORQ the
AFTR_NAME option the DHCPvGervermust be able toncludein its responséhe DS-Lite
AFTR name in the AFTR_NAME optiorn order to deo, the DHCPv6 Server must be aware
of, for each customer or group of customers, the Tunnel Terminator endpoinfdtaaeh
customer or group of customers

The DHCPvV6 server may be configured to send the same or different tunnel endpoint
configuration ifiormation to B4 element$n such casdt would be useful for th&ervice
Providerto be able to tie togethére Tunnel Endpoint information with the customer profile
and to maintain such informatiama single, centralized placend for arexamplethe RADIUS
Server.

RFC651940] specifiesanew RADIUS attribute to carrhe DualStack LiteAddress Family
Transition Router (AFTR) namealled the DS ite-TunnetName this RADIUS attributeis
defined based on the equival@HCPV6 optioralready specified iRFC6334[38].

R-62. Whenactingas a DHCPverver the BNG MUST be able to retrieve the comstent
of the DSLite-TunnetName sent by RADIUServerin the AccessAccept
messagand insert it intote DHCPVGAFTR_NAME option.

6.4 DS-Lite and IPv4 DNS

In the DSLite scenario, both IPv4 and IPv6 hosts and applications mayisb(i.e dual stack)

behind a B4 element, which cannot easily get the IPv4 DNS server address along with ether DS
Lite parameterghrough irband configuration method (e.g. there is no DHCPvV6 option defined
for it). Possible approaches to resolve this for the solution to address this issue include:

1 IPv4 DNS proxy (over IPv6) on DEite B4 implemented on a RG
1 Assign IPv4 DNS serveaddress manually or cof-band (TR069)

The general RG requiremengsedescribed in Sectiof.6, the following are additiondDNS
relatedrequirements$or DS-Lite RG.

R-63. The RG MUST support DNS proxy as per RFC5&Y for IPv4 hosts
connected on its LAN side.
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R-64. Configuration of the IPv4 DNS serverdidss at the RG via FB69SHOULD be
supported.

R-65. Manual configuration of IPv4 DNS server address SHOULD be supported.

R-66. If Manual configuration of IPvADNS servelddress is used, it MUSIverride
configurations via other methods.
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7 Mapping of Address and Port (MAP)
7.1 Introduction

As Service Providers move towards deploying IPv6 and IPv4 dual stack networksemand

towards IPv6 only networks, a problemsas in terms of supporting residual IPv4 services over

an infrastructure geared for IPo®ly operations, and doing so in the context of IPv4 address
exhaustionThis problem is referredtast he A 4vi a6 probl emdo, for whi
desiral driven bythemotivation documenteih [51].

The benefits oh stateless approadhcludeno logging,nherentioad balancing andimplified
redundanyg.

MAP (Mapping of Address and Port) is a stateless solution basedtaticaalgorithmic
mapping of an IPv4 addreépsefix (andpossiblya range of porjsnto an IPv6 address/prefix.
MAP reuses the A+P (Address and Port) architedefmed inRFC 634639] of sharing an
IPv4 address by distnithing the port space.

MAP allows provisioning the customer with an IPv6 only prefix while supporting both IPv6 and
IPv4 communications. It addresses the problem of IPv4 adexbssistiorby allowing sharing
of a single IPv4 address among multiple cust@ne

There are twdlavoursof MAP:
1 MAP-E: encapsulation based, defined48]
1 MAP-T: translation based, defined 4]

I n addition, | ETF defines another inleicfatni weni, gl
| Pv 4 o v[e2. Lwidver@ivan extension of BISte [37] by movingthe NAPT function

fromanAFTR totheRG, so that the AFTR can perform mapping on addresses and parts in

stateless manner.

MAP-E, MAP-T and Iw4over6 are all otine Internet standards track. The only stateless
mechanism specified in this document is MBEP

7.2 MAP-E (Mapping of Address and Porti Encapsulation Mode)

Mapping of Address and PorEncapsulation Moel (MAP-E) utilizes stateless IPvih-IPv6
encapsulation (i.e. tunneling) to traraitiPv6-enabled network infrastructure.

The encapsulation neettsbe supported by thdAP-E RG and the MAFE Border RelayBR),
which removes the IPv6 encapsulation frithad packets wénforwarding them to the Internet.

The Service Provider access network can noartivé only network, while customecan use

IPv6 and IPv4 servigsimultaneously. MAFE also helps manage IPv4 address exhaustion by
keeping the statefuNAT44 ontheRG.
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Figure6 shows an example tie MAP-E architecture in the context of TRO1.
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IEigure 6 An example MAP-E Architecture in the Context of TR-101

The main components diis architecture are:

1 A MAP-E Residential GatewafMAP-E RG which uses an IPv4 over IPv6 tunnel to
reach a MAFE BR.

1 A MAP-E Border Relay (MAPBR) which terminates the IPv4 over IPv6 tunnel. The
tunnel is statelesthesame concept used fthre IPv6 over IPv4 tunnel in 6rd.

The MAR-E RG configuration is the same for aAP-E domain users:
1 A dedicated IPv6 addrepsefix is assigned to the MAE RGby the Servicérovide
(IPv6 address with IPv4 address aoos$sibly goort range) usinghe schema defied in
[48].

1 The MAP-E RGderives its NAT44 Public IPv4 address and port range fratPv6
address

7.3 Technical Requirements for MAP-E
When implementing MAHE, as defined if48], the following reyuirements apply.

A Service Provider that deploys MAPoperation may configure one or multiple MAP
domains. A MAPRE domain consists of a number of MAPRGs and MAPE BRs that are
interconnected.

An IPv4 packet transported over a MARIomain is engasulated in IPv6. A MAFE RG
encapsulates outbound IPv4 pasketlPv6, and decapsulates inbound IPv4 packetn IPV6.
Similarly a MAP-E BR encapsulatesbiound IPv4 packstinto IPv6, and decapsulateslmuind
IPv4 packet from IPveBoth RG and BR pesfm encapsulation and decafagion according to
RFC247316].

With MAP-E, an IPv4 prefix, an IPv4 address or a shdired address (i.e. one that is used by
multiple subscribers, but on different port ranges be assigned a broadband user on an
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IPv6-only network infrastructure. The IPv4 address or prefix is embedded in an IPv6 address
algorithmically with full independence betwetre IPv6 and IPv4 addresses.

In order to support shared IPv4 addneg, the MARE RG mustrestrictthe ports used byhe
NATA44 to the port range allocated to the subscriber.

There is no NAT44 function on a MAP BR. When avIAP-E BR encapsulates and
decapsulates an IPv4 packet in and from IPv6, respectively]AliReE BR does not change/map
the IPv4 address as a NAT44 device would. As a result, there is a single level of NAT44 in a
MAP-E domain.

IPv4 based connectivity and communication betweenWA®-E RGsis, by defaulf via a
MAP-E BR, and this is called hub and spoke mode. By configuratite MARE traffic
exchanged between tWwdAP-E RGs can also bdone bya BNG only, and this operation is
called mesh modevhere Forwarding Map Rules (FMR) are requiredvVikP-E RG as part of
the configuration.

A set of parametergalled MAP ruls) contains the following:

1 Rule IPv6 prefix
This is the IPv6 prefix assigned to a MARG to form an IPv6 address that is reachable

for MAP-E operation.

1 Rule IPv4 prefix
This is the IPv4 prefix assigned to a MAFRG to form an IPv4 address that is used to
provide IPv4 connectivity and services for hosts behindiA®-E RG.

1 Embedded Address (EA) bits
Some bits are derived from this field and appertddélde Rule IPv4 prefix to form an
IPv4 address or prefix. For shared IPv4 addigske Poriset ID (PSID)s also derived
from this field and is used to algorithmically identify a set of IP transport ports (called
Portset) assigned toMAP-E RG. These derivations are performed by a MARG.

The parameters contained in a MA&Rule are used to construcM&AP-E IPv6 address of an
interface of the MAFE node (e.g. a MAHE RG), and is used to terminate all MARraffic
(IPv4-in-1Pv6) being sento or receivedrom the node.

A MAP-E domain possesses a single mandaBasicMappingRule (BMR) to support MAPE
traffic transported between a RG and a BR. Optionally, a MA®main can have one or more
additionalForwardingM appingRules (FMR) to enable direct IPv4 connectivity and
communication between RGs in mesh mode.

R-67. The configuration on all MAHE BRs and R&s in a given MAFE domain MUST
be identical, including MAFE Rules andhe packet forwarding mode (Hub and
spoke or Mesh).
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Use of the mesh mode has to be considered carefully in large sa&dMomains: because
every MARE RGin the domain must havedlvery same FMB addition/deletion of a new
public v4 address pool or a public IPv4 address for a customer, will require a configuration
change on every RG in the domain

Encapsulating IPv4 in IPv6 increases the packet size. Section[88 oécommends three
mechanisms for MAP to deal with the MTU issues as follows:

1 Path MTU discovery (PMTUD)
1 Fragmentation
1 Transport layer negiation such aghe TCP Maximum segent Size (MSS) option

In order to avoid fragmentation, thel\ size must be able to accommodate the additional 40
bytes of IPv6 header.

Note thathe MAP-E solution as currently defined 48] is suitable only for IPv4 unicast
traffic, i.e.anIPv4 multicast service cannot be providectustomers ovaanIPv6 infrastructure
using this solution.

7.3.1 MAP-E Border Relay Requirements

A MAP-E BR function can either be implemented on a standalone networkaerceiabeddeth
a BNG deployed in a broadband network. The MABR must be configuredith the same
MAP-E elements as the MAE RGs operating within the same MAPdomain and imust
comply with[48].

R-68. The MAP-E BR MUST support encapsulating IPv4 in IPv6 and decapsulating
IPv4 fromIPv6 as specified iRFC247316].

R-69. The MAR-E BR MUST be able to perform packet fragmentation and reassembly
as specified in Section 7.2/RFC 24173 .

Note this depends on the remote IP peers being able to fragment/reagsmkeéts. It is
strongly recommended that the MAPBR accommodates the additional 40 bytes of IPv6
headeto avoid the need for fragmentation

R-70. The MARP-E BR MUST rewrite the TCP MSS option of TCP packets forwarded
over the MARE domain, according to the esbgured MTU.

For the sake of policy consistency, it is useful to reflect the value of the IPv4 "Type of Service"
field into the I Pve "Traffic Classo field.

R-71. The MARPREBR MUST be able to copy the value
IPv4 packetintothd Tr af fi ¢ Classo field of the co
the encapsulation process, and vice versa during the decapsulation process. This

behavior SHOULD be configurable as per RFC 2283
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A MAP-E domain requires at&st one MAFE BR in order to operate correctMultiple BRs
may also be deployed in a MAPdomain in order to enhance reliability and perform load
balancing for MAPE traffic, and in this case, an IPv6 anycast addmesg beconfigured on the
participatng MAP-E BRs.

7.3.2 MAP-E RG Requirements

A MAP-E RG is a duaktack capable device. On its LAN interface, it supports IPv4 and IPv6
both in their native mode. Its WAN interface connectantPv6-only access network witthe
ability to encapsulate and decagalIPv4, in and from IPv6, respectively. The MERunction
implemented on a RG must compplith [48]. All RGs in a given MAPE domain must be
configured with the same MAE elements as the MAE BR operating in the same MAP
domain.

R-72. The RG MUST supporthe MAP-E functionsdefined in[48].

R-73. TheRG MUST encapsulate IPv4 in IPv6 and decapsulate IPv4 fiRué as
specified in RFC2478L6].

R-74. The RG MUST rewrite the TCP MS#ption of TCP packets forwarded over the
MAP domain, according to the configured MTU.

To provide IPv4 service with shared IPv4 addegssthe MAP-E RG mustperforma NAT44
functionsimilar to that ofa legacy RGbut it must assign port numbers fine IP connection
within the port range derived frothe MAP-E rules.

R-75. The RG MUST be able to calculate the MERPv4 address and TCP/UDP port
set to be used for IPv4 connectivity based on IPv6 prefix and-ERle per
configuration.

R-76. The RG MUST suppoid NAT44 function according to RFC47825], RFC5508
[28], and RFC538227].

IPv6 encapsulated IPv4 packets sent MAP-E RG beyondthe MAP-E domain are always
sentviaaMAP-E BR. For IPv4in-IPv6 packets exchanged between RGs, i.e., custtimer
customer MAP traffic within the same MAPdomain, they are sent to the MAPBR that then
redirectshemto the destiationRG if MAP-E is configured in the hub and spoke modeai@
sent directly to the desttionRG if configured in the mesh mode.

R-77. 1t MUST be possible to configure the RG so that all encapsulated IPv4 traffic
destined to the same MAPdomain is EITHER sent directl®R via the MARPE
Border Relay node.

R-78. TheRGMUST be configured with the IPv6 address of the MABR.
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The IPv4 service provided via MAR is deliveredover anlPv6 network infrastructure, and
therefore is tightly associated witeendu s er 6 s | Pv6 serwaysce i n the f

1 [IPv4 service is@omatically granted to an authorized arsgr for IPv6 service.

1 The lifetime of IPv4 address or prefix is no longer than that of the IPv6 address/prefix
from which it is derivequsing MARE Rules).

1 The accounting for IPv4 is embedded with that for IPv6.

For the sake of policy consistency it is useful to reflect the value of the IPv4 "Type of Service"
field into the I Pve "Traffic Classo field.

R-79. The RG MUST be able to copy the value o
packet i nto t heofthelcor@dpdnding IPGIpackesdaring thee |
encapsulation process, and vice versa during treapsulation process. This
behavior SHOULD beonfigurable as per RFC 2983)].

A Service Provider may provision more than on@RE domain and in this case, each M&P
domain has its own set of MAP configuration parameters.
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8 Dual-Stack model withprivate IPv4 address spacand CGN implemented
on the BNG

8.1 Introduction
The proposed approach is based orfahewing principles:

1 Native IPv6 connectivity is praded to the customers
1 A pool of IPv4 globally routable addresses is shared among several subscribers

In this model at least part of tiserviceProvider network (for example, the access network or
theaggregatia network) supports IPvi@rwarding capabilities; in addition a Carrier Grade NAT
function, responsible for translating thevatelPv4 addresssinto globally routable IPv4
addressesds placed within th&erviceProvider network.

Each RG isassigned deast one global IPv6 prefix, plus one uniquérivate IPv4 address
subnetlocally out abl e in the operatorés networ k,
globally routable IPv4 address by tBerviceProviderowned Carrier Grade NAfunction that
occurs on the BN®@r elsewhere

IPv6 packets are natively forwarded within ServiceProvider network

IPv4/IPv6 L
Internet

| | Bhemet
Lggregation

Foocegs
Node Loop

1Pva/IPvE :
BNG i
]

D lml-SIac"k -----
Regional Access Network
IP Network \%{_} /

Aggregation Network

Customer Premises
Network

= == == GloballPv4 Global IPv6 PrivatelPv4

Figure 7 Dual-Stack with Private IPv4 Address

8.1.1 Comparison with DS-Lite model

The model as described indlsectiorhas some similaritieandpresents some analogies with
the DSLite approach[B7]), for example it makes use of the CGN functiout it differs from
DS-Lite in the following key aspects:
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1) No need to create an IPo&er IPv6 tunnel from the RG (simplification on the
RG) but at the cost of extra management complexity due to the allocation and
forwarding of private IPv4 addresses on RG.

2) There will be extra IPv4 routing complexity compared te D8 if the CGN
function is not performed at the BNG

3) Single device used to terminate both IPv4 and IPv6 traffic sessions: this model
simplifies the reuse of AAA/Radius and subscriber management infrastructure
for both IPv4 and IPv@affic. Therewill be additional complexy for DS-Lite if
the AFTR function is not performed on the BNG, because subscriber management
will have to be performed in different places for IPv4 and IPv6.

8.1.2 Avoiding IPv4 over IPv6 tunnel

The possibility of avoidinghe IPv4 over IPv6 tunnel is depenten the placement of CGN

function: in this scenario, the CGN is embedded in the BNG, thus it is located in the same Layer

2 domain where the RGs ar e, addrésseh@enotexpeseéde s ub
beyond the NAT/BNG device.

Thespecif c pl acement of the CGN, on the BNG, allo
IPv4 traffic with private IPv4 address However, the extra cost of complexity introduced by
doubleNAT should be considered by the operator

In the DSLite model, the CGNunction is part of the AFTR, which can be physically located in
a device anywhere in tt#erviceProvider network. To avoid addressing and routing IPv4 in the
ServiceProvider network, an IPv4 over IPv6 tunnel canuged tocarry the IPv4 traffic from th
RG to the CGN.

8.2 BNG Requirements

R-80. When implementing CGN on the BNGetBNG MUST support the CGN
requirements specified in Sectitf.
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9 Support of IPv6 Connectivity with Content Based IPv4 Release Control

9.1 Problem statement

Exhaustion of the IPv4 address spacexpected (IANA IPv4 address space allocations were
finished in February 2011, RIR allocations are expected to finish in 2012) dulailstack
deployment is still ongoing. To decrease $imaultaneos IPv4 address demand a dual stack
environment AlwaysOn servicdike VolP, Software Update Services and IP3hould be
deployed via IPvénly. To mitigate migration problemsauniversal solutiorior dual stack
connectivity (e.g. PPPoE session) for$a@dfor PC clients is preferredhedual stack
approactalone will not help to save IPv4 addresses because IPv4 & stily time useth the
sessionTo achieve address savings Release Control useoiydimited period of time of the
session.

To deal with IPv4 address space exhausti@echniquesuch ad arge Scale NAT (LSN.&.a.
CGN) or port based routingeTF: experimental RF6346[39]) are intended to provide a more
effective IPv4utilization. Port based address shagihas issues (documented in REZGI[35]).
For comparisons with otheolsitionsseeSection4.2

The effectivenessf IPv4 adiress usage has to be increased to perform a smooth migration with
the lowesipossible customer impact. For this purpose the below described method provides a
method tadynamicallyreleasdPv4 addresssof dual stack (PPPOE) sessions in orderg¢ase

them as needed. This method all@shapinghe IPv4 address demand

9.2 Technical soution: Dynamically provisioned IPv4 Address

This approach is based on IPv4/IRItGl stack IP Edge. By using PPP sessiaith dual stack
access, end devices in customer networks can communicate via IPv4 and/or IPv6 dependant on
the capabilities of theework itself and of theservicegendpoints.

Based on the assumption that 8asviceProvider provides broadband access as well as IP based
services, coordination of IPv6 migration between access and backbone networks as well as the
services is possiblend recommended. Then the access to IPv6 based services will then be
possible as soon as IPv6 network connectivity on the customer side is provisioned. As of the
preferable and increasing usage of IPv6 when both IPv4 and IPv6 connectivity are available,
IPv4 traffic demand will not increase but decrease in the metkuam perspecte. Figure8

illustrates an Internet access architecture where IPv4 and IPv6 are supported, to which the
Release Control mechanism is applicable.
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Figure 8 Release Control

This approach is based on the assumption that the customer initiated a session based on IPv6 (see
point 1 ofFigure9) and uses IPv4 only if applications or serviesguest IPv4 connectivitiny

services which were available before the migration of the network are continuously supported.
When IPv4 connectivity is not needed during the time of network connectivity the continuous
providing of a global IPv4 address tetRG is not necessary. The provisioning of IPv4

addresses can then be done dynamically atinug of the PPP session.

The goal of the solution i® use the IPv4 address resources more efficiently, to decrease the use
of IPv4 addresses and limit theesiaf the used IPv4 address pool. Assuming that ahoays

services are reachable via IPv@jual stack capable RG should request IPv4 address parameters
only on demand when sending out IPv4 traffic towards the WAN interface is intended. That
means the RG WM/ not start initially adual stack PPP session but an IPeBly PPP session. This

can be accomplished by using only IRG the PPP setup. The IPv4 partdofal stack is only

set up on demand in the case of explicit IPv4 communication requests b$the R

In order to detect IPv4 traffic demand for the WAN interface the RG should detect the different
| P protocols. This is very -alytmaffi¢t demandrequesto day 6 s
trigger the establishment of the whole PPP session.

The BNGwill then request IPv4 address parameters vidRiBIUS protocol from the platform
controller of theServiceProvider. The platform controller will respond with IPv4 address
attributes for the RG to the BNGhe BNG then allocates the IPv4 address pat@amseia IPCP
to the RG (dué&ection3.3RFC1332[12]). With this additional IPCP IPv4 session set up the
dual stack PPP session is establisligele point 2 oFigure9).

In order to detect that noVR connectivity is needed anymore the RG needs to sense IPv4 traffic

towards the WAN interface. The RG should start a timer if no IPv4 traffic is seen. This is very
similar to todayés i mplementation, whete the
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traffic. After reaching the timerds threshol d
to the BNG to release the used IPv4 address

When the BNG receives this message it sendatanim Accountingo the platform controller to
signal the relasing of the IPv4 address. The platform controller confirms the release of the 1Pv4
addresgsee point Df Figure9).

During the lifeime of a PPP session this IPv4 address release/request process can happen several
times.

An appropriate message flow is showrHigure9.

RADIUS BNG RG
) T PPPOE:Session Start el —_—
Access Request PPPOE Session Initiation
AccessAccept With IPV6 Prefix
IAccounting Sart (IPv6) IPv6 Session Establishment
@----—————f - — - — [T _ _ - _ 1
Access Request IPCP Session Establishment (IPv4)
[Access Accept with IPv4 Addresd] IPCPack -
Interim Accounting (IPi4+P\6) -
IPv4-Address Release
3 —————————————————————————————
C . IPCP Termination Request
Interim Accounting (IPv6) M IPCPack
(7 S Y I PPPOESession Stop| I
Accounting Stop PPPOE Session Termination; PADT or LCP Term Req.

Figure 9 Release Control Signaling Example

9.3 Session/User impact

Establishing a new session with IPv4 while no IPv4 address was assaghed/YAN interface
might have some impaon the user experience.delay is created due to the time it takes
establish IPCP and assign IPv4 addres®r the equivalent DHCP proc@st practice, this
delay will beshorter comparetb thePPP on derind modess theauthenticated®PP sessiois
alreadyestablished
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All other functions of session establishment, routing, forwarding and NAT are untouched, so that
there are no further impacts or incompatibilities expected.

9.4 Technical requirementsfor: IPv4 Address release control

9.4.1 RG requirements

R-81. The RG MUST provide a mechanism which monitors IPv4 session/traffic
R-82. The RG MUST provide a timer based trigger for releasing the IPv4 address
R-83. The RG MUST support PPP according to RFC 1332.

R-84. The RG MUST providette (re)assignment and release of an IPv4 address inside a
PPP session accorditio the procedures of SectionRF#C 166111] and Section
3/RFC 133212] independent of the IPv6CP status accordin§ection 2../RFC
4241. The timer which triggers the release of the IPv4 address MUST be
configurable in minutes

R-85. The timer which triggers the release of the IPv4 addv$ST be configurable
via TR-069.

9.4.2 BNG requirements

R-86. The BNG MUST support the releaard the (regssignment of IPv4 addresses
inside the PPP session accordinghie procedures @ection5/RFC 1661 [11]
andSection 3RFC 133212] independent of the IPv6CP status according to
Secton 2.1/RFC4241[23].

R-87. The BNG MUSTbe able taeport release and (re)assignment of IPv4 addresses to
the AAA platform
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10 Network Address Translation Function

10.1 Address Spaces and NAT

The IPv4 address space is divided into Pe\aaid Public address spaces (by RFC 194B.
Network Address Port Translati@as defined irRFC 266317] is a method by which many
network addresses and their TCP/UDPafsmission Control Protol andUser Datagram
Protocol) ports are translated into a single network address ar@R{&JDP portsThis solution
provides a mechanism to connect a realm with private addresses to an external realm with
globally unique registered addressesTiRi242, we use the term NAT44 teferto a NAPT
function where the addresses of internal and extegaals are IPv4 addresses.

In the migration towards an IPv6 infrastructure, it is expected that all of thessadgaces
may exist simultaneously. For example, whetheiS#wwiceProvider usesunneling of IPv6
packets over the native IPv4 netwaitkpnelingof IPv4 packets over a native IPv6 netwark
Native dual stack,the ServiceProvider is simultaneouslyupporting IPv4 and IPv6.

NAT44 has been deployed widely for many yeaspedlly in enterprise network&RFC 3022
[20)0and in customersd home networks; the same
networks beaase ofthe depletion ofglobal IPv4 addresses. In additiginere are currently new
deploymentdasedon other types oNAT technologiesin particularlPv6 tolPv4 translation,

i.e. NAT64 (RFC 614433] and 614734]). For the purpose aifR-242, onlythe NAT44

technology that isurrentlyd e pl oy ed i n c mduded ethedtypes ofdNATwacerolt | s
of scope.

NAT44 functions areurrentlyfoundin RG devicesat the boundary between the Home Network
and the Service Provider Network. Hostginected ta Layer3 RG are assigned IPv4 private
addresses while an IPv4 public address is assigned to the RG so that those hosts can
communicate with hosts drserverdocatedin the external realmThe NAT44 requirements on a
RG are documented ifR-124[4].

IPv4 address exhaustiovill ultimately maketransition to IPv&lesirable However, due to
several reasons, the deploymehlRv6, especiallyatlarge scalegannot be done overnight
ExistingInternet content will be available via IPv4 for some considerable 8omae solutions
are under developmenttaie IETF to accommodate the transitional time required in some
c ar r etearkswherenlPv4 and IPv6 operations and services magxesi Using NAT44
capabilitiesn a broadband access network is one of these solutions

10.2 Carrier Grade NAT44

When a NAT44 function is performed by a nadeéhebroadband access network, the gehera
translation function on these dewsds the same as definedRFC302220], but there are
specific carrier class requirememtgh regard toscalability, reliability, etcandthis approacis
therefore referretb asCG-NAT44 (Carrier Grade NAT44n [42]). Insuchdeploymenta
singlepublic IPv4 address is shared by multiple subscribersrddiginglPv4 address
consumption. Thententis torationalize the management of the remaining IRldr@ss blocks
to guarantee IPvasedservice continuity during the transition period.
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CG-NAT44 is the term used iNR-242for NAT44 function when it is deployed in a broadband
network and then subject to seveejuirements specified belowwo scenariosre considered

in TR-242

1 NAT444: in this scenaridhe CGNAT44 function is implemented incarrier network
and isin addition to the NAT44 function implementedtire RG.

1 DS-Lite: in this scenaripthe CGNAT44 functionis usuallyimplementedn the device
that supports the AFTR capability as per RFC 6333.

Figurel0andFigurellillustrate theetwo scenarios, respectively.
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Figure 10 Deployment of CGNAT44 function within the NAT444 scenario
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Figure 11 Deployment of CGNAT44 function within the DS-Lit e scenario

In theBroadband Forum architectytbe CG-NAT44 functionality can be placed either in the

BNG or in an external devicblotethatthe CG-NAT44 function, includinghoseimplemented
according tahe RFC688842] and RFC 633337], utilizes IPvd4addressharing mechanisms as
opposed to assigning a sepamgitihal IPv4 address to each individual subscriber as deployed
todayods br oaVWhlashatinghPe4 addoesswaild reducghe consumption of
globallPv4 addressesndmake it easier to support the transition phase from IPv4 tq tRefe

exist a number of issues that carriers must be aware of before actual deployment of any address
sharing function such &G-NAT44. Issuesvith IP addess sharing are referredRé-C6269

[35].

The requirements fAaCG-NAT44 are defined in the following sectioidost of them apply to
both NAT444 and D4.ite scenariosSome of them are specific to the Dife senario.

10.3 General requirements

The CGNAT44 device must implement NAT44 functions as defined in RFC26H3with
additionar equi rements from the Service Providerds

R-88. The CGNAT44 device MUST implement NAT44asedon NAPT as defined in
RFC26638].

R-89. The public IPv4 addresses pools maintained by theN@®44 MUST be
configurable by the Service Provider.

R-90. The CGNAT44 deviceMUST supporfTCP, UDP ICMP, DCCPrequirements as
defined in RFC4787127], RFC5382728], RFC550828], and RFC559T729],
respectively
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In addition, it must support all mandatory requirements (with tigevoed MUST)
defined in Section 3 ARFC688842] as follows:

R-91. The CGNAT44 device MUSTsupport all mandatomequirementgi.e. with the
key word MUST)as specifiedin Section 3 oRFC688842].

Sone of the requirementshich are optionain RFC478727] have beemade mandatory as
follows.

R-92. The CGNAT44 device MUST have an "Endpoilttdependent Mapping"
behavor as specified as REQin RFC4787

This reqiirement means that for the same internal source address and port (X:x) -N&T@&
device maintains the same source external mapping (dgdydless athe destination IP
address (Y1 or Y2).

R-93. The CGNAT44 device MUSThave arfEndpointindependent Fiering"
behavior as specified as REBQn RFC4787

TheCGNAT44 device MUST have an | P address pool i
are enough external ports available to do so.
external address is allded to one internal address.

R-94. If there are not enough ports available to have an IP address pooling behavior of
APai r ed o-NAT44WME&STOaNIe tallocate a new external address to
one internal address, i.e. an external address different from thaloeady
allocated to that internal address.

10.4 Other Requirements

Within the context o€G-NAT44 deployment, a single IPv4 address is shared by more than one
subscribesdRG, it is thereforenecessary fathe ISP to performanIP session log on CGN device

in order to identify individual enrdsersln some environments, ISRedso comply with law
enforcement agencies to attribute resources. In such cases, ISRorfesmte a way to answer the

g u e s whoavas using IPv4 address a.b.c.d port number xyatatt® Such information may
have been collected according to guidance provid&FiG630236].

R-95. CGNs MUST provide a way to attribute IPv4 address/source port number/time
stamp to a subscriber.

There are many ways to acheethis, ranging from logging of every session on the CGN to
logging of port block allocation only, all the way to deterministic NAT where ports are pre
allocated to users and CGNs generate no logs at all.

R-96. A CG-NAT44 device MUST be able to perform NAT44nslation log with
appropriate storage and processing capacity.
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R-97. On a CGNAT44 device, sssion based logs MUST include at least the following:
1 Internal Source IPv4 address

Internal Source UDP or TCP port

External Source IPv4 address

External Source UDP arCP port

= =2 =/ =4

Timestamp in UTC (for assignment of a NAT44 mapping) accurate to the second
from a traceabléme sourcde.g. RFC 590%31])

1 In case of D4.ite: Softwire identifiefe.g.IPv6 source address of the e
tunnel onRG)

Note that the accuracy of timestamps is very important for the logs to be fosefirelation
purposesHaving incorrect timestamps could lead toakteibutionof a packet tahewrong
subscriber

In general, the amount of CGN log informatiorhigge due to the dynamic nature of IP flow, the
large number of users, etesultingin potential problermwhen dealing wittstorage,
informationtransfer, managemergtc

R-98. A CG-NAT44 device MUSTbe ableo minimizethe amount of information
required taracelnternetactivity back to its source

In some environments, it may bseful to perform bulk port allocation for TCP/UDR. a port
set that contains multiplgorts instead of a single one, to be allocdtethe CGNfor a given
subscriber, anchts port set can beoosecutivellocated before any IP session to and from that
subscriber is established, @asteredBulk pott allocation scheme=duce the amount of log
information on the CGN because the logging is based on individual subscribpposed to
each IP session.

Note that if deterministic NAT is used, no logging is required because the bindiregthare
algorithmically determined or permanently mapped.

R-99. A CG-NAT44 MUST implement mechanisms in order to minimize the amount of
the log nformation including at least the following:

1 Bulk Port Allocation. The port set allocated by the CGN can be Consecutive or
Scattered.

9 Deterministic NAT
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When Bulk Port Allocation is used the @FAT44 can create one log per range of ports instead
of a sirgle log per port. This behavior would reduce the amount of logs created by the CG
NAT44.

R-100.0n a CGNAT44 device Bulk Port Allocation based logs MUST include at least
the following:

Internal Source IPv4 address
External Source IPv4 address

External Sourceudk port id (UDP or TCP)

= = =4 =4

Timestamp in UTC (for assignment of a bulk port id) accurate to the second from
a traceable timsource (e.g. RFC 59(81])

91 [IPv6 source address the DSLite tunnel on RG (Ia DSLite tunnel is useavith
the RG)

In some environments, it may be useful to-atecate some external TCP/UDP ports and ICMP
identifiers on a NAT44 device for an individual subscriber. Doing so would save some cost when
performing log taskon the NAT44 device. The pwadlocaion may be accomplished through
configuration or other means.

R-101.A CG-NAT44 device SHOULD support pralocation of external UDP ports for
individual subscribers.

The preallocated ports, along with the associated external IPv4 address assigned to that
subscriber, are used for that particular subscriber duhie§lAT44 procedure for all UDP
connections between that subscriber andginghe external realm.

R-102.A CG-NAT44 device SHOULD support pralocation of external TCP ports for
individual subscribers.

The preallocated ports, along with the associated external IPv4 address assigned to that
subscriber, are used for that particular subscriber dtlielyAT44 procedure for all TCP
connections between that subscriber andshnghe external realm.

R-103.A CG-NAT44 device SHOULD support pralocation of external ICMP
identifiers for individual subscribers.

The preallocated identifiers, along with the associated external IPv4 address assigned to that

subscriber, are used for that particular subscriber gliNiT44 procedure for all ICMP message
exchanges between that subscriber ancshoshe external realm.
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An operator may want to support port forwarding behavior 6GdaNAT44 device, i.eallow an
IP flow originated from the external realm to be sera tser behind th€ G-NAT44 device
with a specific IPv4 address and pdils port forwarding behavior is useful for some
applications such as webcaR2P, etc.

R-104.A CG-NAT44 device SHOULD support port forwarding behavior that defines
NAT44 mapping rule, & how an external IPv4 address and an external port
mapped to an internal IPv4 address and an internalRanttforwarding behavior
MAY be achieved by configuration or/and dynamic protocol(s) such as PCP (Port
Control ProtocolRFC688743])).

By definition, the CGNAT44 function that is introduced to the broadband network has high
availability of carrier grade, and in particular, it must avoid single points of failure during its
operation.

R-105.The CGNAT44 network architecture MST avoid single points of failure.

10.5 DS-Lite NAT 44 Requirements

R-106.A node thatmplements the D&ite AFTR MUST implementboth the tunnel
termination and th&lAT44.

Given the previous requirement, the-Dife AFTR is a CGNAT44 device and in the following
requirements it is also called DiISte CG-NAT44 device.

R-107.The entries of the NAT binding table of a Ibe CG-NAT44 device MUST
include the IPv6 address of the e tunnelendpoint in the RG (or any other
identifier that points to that IPv6 address).

Typically, the entries are composed of at least the following it§pnszate address, private port,
RG IPv6 address (or another identifigrublic address, public port, protocol}. The e CG-
NAT44 device automatically acquires the IPv6 address of theit@Sunnelendpoint in the RG
upon receipt of the first incoming IPv6 datagram.

R-108.The DSLite CG-NAT44 device MUST provide a meassthatthe IPv6 address
to beused to encapsulate IPv4 traffic into a-Dif tunnel is automatically
recognized by the CGN

In order to avoid flooding attacks, the following requirement is necessary:

R-109.The DSLite CG-NAT44 device MUST provide a means to limit the number of
external ports (for IPv4 traffic) that can be used per IR&address
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TheDS-Lite CG-NAT44 serviceshouldonly beavailable tasubscribers that are in the same
administrative scopas the C&@\AT device (e.g. same Service Provider).

R-110.The DSLite CG-NAT44 device MUST support configurable IPv6 Access
Control Lists in order to filter incoming IP\@atagrans, based at least on the
IPv6 prefix.

10.6 NAT444 Requirements

As the exhaustion of global public IPedidresses hdmecome a realitynany network operators
havealready stagdto sufferfrom the shortage of global public IPv4 addressedNAT devices
havealreadybeen deployedndprivate IPv4 addresses are usedely. The usage of private
IPv4 addressesan only reduce the impact and urgency of the public IPv4 address shortage
problem and it createmany side effects amdeploymenissues.

However,private IPv4 addresses may be used to provide IPv4 access services. CGN (Carrier
Grade NAT) can be deployed in the | SPO6s net wo
describedn RFC688842], the NAT444 Modeluses two twork Address and Port Translators

(NAPTY) with three types of IPv4 address blocks.

The first NAPT is inthe CPE RG), and the second NAPT isarCGN installed in the ISP's
network.

The first IPv4 address block aPrivate Addresspace inside theusomeits networkbehind the
RG. The second one & IPv4 Pivate Address block between the R@dthe CGN. The third
one isthelPv4 Global Addresspaceused to reactheInternet

When aRG receives a IPv4 packet from the a host, it translates pasketce address frothe
RG-scope private IPv4 address and transport identifier into a-€6Ne private IPv4 address
and transport identifier, and then forwards it towdh#sCGN. The RGecords théPv4-IPv4
addresand transport identifiamapping infemation andhetranslation log for inbound packets.

When a CGN recees the IPv4 packet from the RiBtranslateshe packet source address from
a CGNscope private IPv4 address and transport identifier into a public IPv4 address and
transport identifig and then sends it tbelPv4 Internet core. The CGN records tRe4-1Pv4
addressnd transport identifiamapping information and translation log for inbound packets.
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The NAT444 CGNmodel is described as Figurel2.

IPv4
Internet

CGN external realm

CGN internal realm

CPE(RG) CPE external realm
NAT44

CPE-Scope Private IPv4 address % CPE internal realm

W1
CPE WAN-side port wl 1
Host

Figure 12 the NAT444 CGN Model

The requirements of CBIAT44 described irBection10.3andSectionl10.4are alsaapplicable
to scenario NAT444.

R-111.The RGNAT44 device MUSTcomply with the requirements the
LAN.ADDRESS, LAN.DHCPS, LAN.DNS, LAN.NATLAN.FWD sections of
TR-124[4].

10.7 Support of Port Control Protocol (PCP)

ThePort Control Protool (PCP)RFC688743] developed atte IETF allows a device to control

how incoming IPv6 or IPv4 packets are translated and forwarded by an external network address
translator (NAT) omafirewall. PCPallows for the dynamic eurol of aCG-NAT44 by a PCP

server (likely to be collocated with the CG8&f thatsomelP traffic thatcomes from the Internet
cancross the CGN by means of an addrpest mapping, as scalled portforwarding

capability.

There arghree use cases of PGleployment as follows:
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1) UPnNP IGD(Internet Gateway Deviceind NAT-PMP (Port Mapping ProtocoRFC6886
[41]) are used in the LAN: an Interworking function is required to be embedded in the
RG to ensurénterworkingbetween tk protocol used in the LAN and PCP.

2) Hosts behincgndconnected tohe RG will eithelincludea PCP client oanUPnP IGD
client.

3) The RG includes a PCP client whiclkc@mmonlyinvoked by an HTTHhased
configuratior).
R-112.The device implmenting CGN funébn MUST support Port Control Protocol
(PCP) Servebehavior as specified RFC688743].

R-113.The RG MUST support Port Control Protocol (PCP) Client behavior as specified
in RFC688743].

R-114.The PCP seerSHOULDd eny t he PCP client6s requesHt
IPv4 address and port already used orgli@cated to other user.
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11 Transition Mechanism Applicability

Figure13 shows theapplicability ofdifferent transition mechmasms. There are two miensions
that drive the uséand possiblysequenceof particular transition techniques:

1 The typeof IP servicego be supported. This is shown the vertical axis. Operators may
decide to focus on maintaining IPv4 seesdcintrodicing IPv6 services @upporting a
combination of both

1 The capability of the current access network. This is showthe horizontal axisloday
mostaccess networks aomly ableto nativdy supportiPv4 traffic, butover timenative
IPv6 support willincrease

Depending on the operator strategy, parts of the network may or may not stadkanabled.

The figure shows that depending on the type of service and the type of access network, there
could be a need for tunneling IPv4 over IPv6 (6rd), dtak or tunneling IPv6 over IPv4 (DS
Lite).

In addition, there are several techniques that can be used to prolong the lifetime of IPv4 access
networks. These include IPv4 Release Control and CGN. The figure shows that CGN can be
used either as a staaldne technique for IPv4 services, or in combination with the use of a dual
stack network.

The figure shows the deploymestiags for thalifferent transition techniques. For instance; DS
Lite is not expected to be deployed in access networks that &r@hBu Likewise 6rd is a

transition technique for introducing IPv6 services within the existing IPv4 access network. 6rd is
not expected to be used in native IR@y networks.
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Native IPv4 Native IPv4 IPv4 overlay on top of
access network access network native IPv6 access
with unique addresses with address sharing network

MAP-E
IPv4 Release
Control DS-Lite

Introduction of IPv4 address
sharing in access network

Customer Services

IPv6 overlay on top of Native dual-stack Native IPv6-only
native IPv4 access network access network access network

Access network type

Figure 13 Applicability of Transition Mechanisms
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Annex A:  Network Attachment Tutorials

TR-101 provides an access architectinat haseveraldifferentattachment proceduragereby
the RGcanattach to the access network and obtain an IPv4 address. The RG requisgments
identified inTR-181[8]. To providedual stack services in the home, the RGst be able to
access both IPv4 and IPv6 content.

A.1 6rd cases

In the case of 6rd, the RG first establishes IPv4 connectivity and then estalflighasnels
using 6rd. There are three options (manual configuration, DHCP configuration ab@9TR
configuration) for configuration of 6rd parameters identified in AppeNdiXR-181[8]. The
6rd specific parameters includevMaskLen, 6rdPrefix, 6rdPrefixLen, and 6rdBRIPv4Address

A.1.1 Manual Configuration of 6rd parameters

A 6rd RG obtains its IPv4 address from the access network via IPCP or DHCP. The obtained
IPv4 address is also used for the RG to establish the 6rd tunadtition, the 6rd parameters
have to be manually configured on the F@ure 14 below depicts this scenario.

6rd via ManualConfig

RG Access Network

ManualConfigérd 6BR

D

(IPv4 Address, DNS
Via PPOE, DHCPV4 etc.)

(IPv6 Traffic)

Figure 14 6rd via Manual Configuration

February2015 © The Broadband ForurAll rights reserved 66 of 76



IPv6 Transition Mechanisms for Broadband Networks TR-242Issue2

A.1.2 DHCP Configuration of 6rd parameters

In this casethe transactionexchangesvith the DHCP servenclude the provisioning ahe 6rd
parameters along with the IPv4 addré§$ien the RG obtain#ts IPv4 address viDHCPv4 the
same configuration process can also be usedneythe 6rd configuration pameters. Prior to
this configuration, the RG cdarwardIPv4 and IPv6 traffion the LAN side onlyAfter the
completion otthis configuratiorprocessthe RG carfiorward IPv6 trafficto the IPv6 Internet via
the WAN side 6rd tunnel&igurel5 below depicts this scenario.

ord via DHCP

RG DHCPv4 Server 6BR

(IPv4 Address, DNS, 6rd)

(IPv6 Traffic)

Figure 15 6rd via DHCP

February2015 © The Broadband ForurAll rights reserved 670f 76



IPv6 Transition Mechanisms for Broadband Networks TR-242Issue2

A.1.3 TR-069 Configuration of 6rd parameters

In this case, once the RG is attached to the IPv4 network, the 6rd parameters are configured via
TR-069[2]. The RG is configured initially for IPv4 operatithy means of standardechanisms

(e.g. manualPPRE, DHCPv4). At some point in time, the RG is thercomfigured using TR

069 / TR181[8] to acquirethe 6d parameters. The RG can thestablishthe 6rd tunnels to

establish IPv6 routing between the dual stack LAN side and the IPv6 Internet using the 6rd
tunnels on the WAN sid€igure16 belowdepictsthis scenario.

ord via TRO69

RG Access Network ACS 6BR

(IPv4 Address via PPPOE/DHCPv4/Maboafig

TRO69 configures 6rd

(IPv6 Traffic)

Figure 16 6rd via TR-069
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A.2 DS-Lite cases

In the case of D&ite, the RG first establishes IPv6 connectivity and then estabksti®y4

over IPv6 tunnel usinthe DS-Lite mechanism. There are several options (manual configuration,
DHCPv6 stadaloneconfiguration DHCPv6 with RADIUSconfiguration and’R-069
configuration)for configuring the DSL.ite specific parametser The DSLite specificparameters
includeeitherthe AFTR Tunnel engboint nameor the AFTRIPv6Tunnel end point address

The AFTR Tunnel end point address is not configurable via DHCPv6

The followingexplainthe different configuration options.
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A.2.1 Manual Configuration of the DS-Lite parameters

A DS-Lite RG obtains its IPv6 prefix(es) and DNS server information from the accessrket
via DHCPvV6(PD). In addition, a D&.ite RG must obtain the IPv6 address of the AFTR in order
to establish the IPvdverIPv6 tunnel and there are two ways to achieve this. The IPv6 address
of the AFTR can be manually configured on the RG, or the mdniee AFTR (FQDN) can be

manually configured on the RG. In the latter case, the RG must acquire the IPv6 address of the
AFTR via DNS.

Figurel7 belowdepictsa scenario where the DHCPV6 Server sits on the BIN{Delegating
Router (as per RFC 36331]), a similar flow applies also for the case where the DHCGevéer
is an external device and the BNGpports DHCPV6 RelayAgent capability

DS-Lite via Manual Configuration

RG BNG DNS AFTR
DHCPvV6 Server
Manual config of the
DS-Lite Tunnel
Name

IPv6 Prefix(es) +
DNS via
DHCPV6

DS-Lite Tunnel

Name resolution
|

\

DS-Lite Tunnel
establishment
I
IPv4 traffic over
DS-Lit? Tunnel

Figure 17 DS-Lite via Manual Configuration
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A.2.2 DHCPv6 standalone configuration of DSLite parameters

In this case, the DHCPVv6 Server provides thelD& parametergonly the FQDN name is
available via DHCPv6along with the IPvérefix(es). Where the RG obtains IPv6 prefix(es)

via DHCPv6 thesame configuration process can also be usedrteeythe DSLite Tunnel
endpoint name, by using the OPTION_AFTR_NAME DHCPv6 option specified in RFC 6334
[38]. In this scenariathe DHCPV6 Server needs to be pstaned with the DS ite Tunnel end
point name. After obtaining the IPyefix(es) and configuring its own interfaces on the LAN
side and optionally on the WAN sidineRG needs to resolve the Tunnel grant name in

order to get the IPv6 address of HETR. At this point, the RG can establish the-Di& IPv4-
in-1IPv6 tunnel on the WAN interface with the AFTR and then forward privateétressed IPv4
traffic into this tunnel.

Figure18 belowdepictsa scenario where tH&NG is aDHCPv6 Server on the BNG, a similar
flow applies also for the case where the DHCB&&eris an external device and the BNG is
acting as DHCPv6 Relaggent

DS-Lite via DHCPvV6 standalone
configuration

RG BNG DNS AFTR
DHCPV6 Server

IPv6 Prefix(es) +
DNS + DS-Lite
Tunnel Name

via DHCPv6

DS-Lite Tunnel

Name resolution
|

DS-Lite Tunnel

establi§hment
I

IPv4 traffic over

DS—Lit? Tunnel

Figure 18 DS-Lite via DHCPv6 Standalone Configuration
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A.2.3 DHCPv6 + RADIUS configuration of DS-Lite parameter

This scenario is similar to the previous case, but the DHCPv6 Server does not need to be
provisioned with the D&ite Tunnel enepoint name, because this parameter is configured into

the RADIUS server and it is selny RADIUS Server to the BNG. In this cadiee DS-Lite
Tunnelendp o i n't

name i s configured in

TR-242Issue2

t he

cCust omer

by using the DS.ite-TunnetName RADIUSattribute specified iRFC651940]. The RADIUS
Server sends the DISte Tunnel enepoint name in the Accegsccept message, then the BNG
retrieves the D&.ite-TunnetName from the RADIUS attribute and it inserts it into the DHCPV6
OPTION_DS_LITE_NAME option to be sent to the RG. Next stepslee same as described
before.Figure19 below depicts this scenario.

DS-Lite via DHCPv6 + RADIUS

February2015

configuration

RG BNG DNS AFTR RADIUS
DHCPV6 Server
I |
Access-Request
|
) Access-Accept with
IPv6 Prefix(es) + DS-Lite Tunnel Name
DNS + DS-Lite |
Tunnel Name
via DHCPv6
DS-Lite Tunnel
Name resolution
< |
I
DS-Lite Tunnel
establi‘shment
“ 1
IPv4 traffic over
DS-Lit? Tunnel
\

Figure 19 DS-Lite via DHCPv6 + RADIUS Configuration
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